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Foreword 

 
On behalf of the Local Organising Committee, we would like to welcome all 

speakers and delegates to the 2006 Irish Machine Vision and Image Processing 
Conference. This year IMVIP 2006 is being hosted by the Research Institute for 
networks and Communications Engineering, Faculty of Engineering and 
Computing, Dublin City University. 

IMVIP 2006 is a single-track conference consisting of high quality 
previously unpublished contributed papers. The conference emphasises both 
theoretical research results and practical engineering experience in all areas. In 
total the programme committee reviewed 47 contributions, from which 21 were 
chosen for oral presentation and 14 were chosen to be represented by posters. 
Full papers were subjected to a double-blind review process by the programme 
committee.  

IMVIP 2006 is the 10th conference in the series. Previous IMVIP 
conferences organised by Magee College, University of Ulster (1997), NUI, 
Maynooth (1998), Dublin City University (1999), Queen's University of Belfast 
(2000), NUI, Maynooth (2001), NUI, Galway (2002), University of Ulster, 
Coleraine (2003), Trinity College Dublin (2004) and the last conference IMVIP 
2005, was hosted by Queen's University, Belfast.  

We would like to thank the members of the Programme Committee for 
providing their expertise in the review process. This conference could not have 
taken place without your expert input. We are extremely grateful to Professor 
Paul Whelan for his constant guidance and to our colleagues in the Vision 
Systems Group for all their assistance. We would also like to thank the staff 
members of the School of Electronic Engineering and RINCE for their support, in 
particular Ger Lardner for her help and advice. 

We are grateful to our invited speakers for taking the time to present at 
the conference: Professor Daniel Rueckert (Imperial College London) and 
Professor John Barron (University of Western Ontario).  

IMVIP 2006 is run in association with the Irish Pattern Recognition and 
Classification Society (IPRCS1), a member organisation of the International 
Association for Pattern Recognition (IAPR). 
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Medical Image Registration in Healthcare, Biomedical Research and Drug 
Discovery

Professor Daniel Rueckert
Visual Information Processing 

Department of Computing, Imperial College 
180 Queen's Gate 

London SW7 2BZ, UK 

D.Rueckert@imperial.ac.uk

Abstract: Imaging technologies are developing at a rapid pace allowing for 
in-vivo 3D and 4D imaging of the anatomy and physiology in humans and 
animals. This is opening up unprecedented opportunities for research and 
clinical applications ranging from imaging for drug discovery and delivery, 
over imaging for diagnosis and therapy, to imaging for basic research such 
as brain mapping. In this talk we will focus on how computational 
techniques based on non-rigid image registration can be used to address the 
image analysis challenges in healthcare, biomedical research and drug 
discovery.
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Severe Storm Detection and Tracking in 3D Doppler
Radar Imagery

J. L. Barron, R. E. Mercer
Dept. of Computer Science
University of Western Ontario

London, Ontario, Canada, N6A 5B7
{barron, mercer}@csd.uwo.ca

P. Joe
King City Radar Station

Meteorological Service of Canada
Toronto, Ontario, Canada, M3H 5T4

Paul.Joe@ec.gc.ca

Abstract

We describe our project for detecting and tracking severe weather in Doppler radar datasets. We
present a history of our work, starting in 1994 with a 2D storm tracking algorithm. This tracking
algorithm is posed in a relaxation labelling framework using compatibility functions that are based
on the notions of fuzzy storms and fuzzy algebra using 2D reflectivity data. We extended this work
in 2001 using two types of 3D Doppler radar data: (1) Doppler reflectivity data to detect and track
storms as deformable 3D objects and (2) Doppler radial velocity data to compute 3D optical flow to
predict 3D storm motion. Our current work is tornado signature detection in Doppler radar reflectivity
data.

Keywords: SevereWeather Storm Detection and Tracking, Doppler Reflectivity (Precipitation Density)
and Radial Velocity Datasets, Relaxation Labelling, 3D Fuzzy Algebra, 3D Optical Flow via Least
Squares and Regularization, Tornado Signature Detection.

1 Introduction

Severe weather storms are localised events, usually affecting areas smaller than tropical cyclones and
floods, so their devastating impact is often underestimated. These storms, which are more common than
any other natural hazard, can occur everywhere, causing deaths and property damage. For this reason,
the forecasting of severe storms is both critical and necessary.
We use both 3D Doppler reflectivity (precipitation density) [18] and radial velocity [2] data to detect

and track storms in a relaxation labelling framework using a “fuzzy” algebra [16]. Typical reflectiv-
ity/radial velocity images produced by Doppler radar are shown in Figure 1. We first present fuzzy alge-
bra and fuzzy storms in Section 2, then present the calculation of 3D optical flow from radial velocities
in Section 3, then present the relaxation labelling algorithm that integrates this data via compatibility
factors in Section 4 and finally present some experimental results in Section 5.

(a) Precipitation Reflectivity (b) Radial Velocity

Figure 1: The Doppler radar imagery obtained from the King City Doppler radar at time 199909161050
[1999, Sept. 16, 10:50 hours] for elevation level 3. (a) Precipitation Reflectivity and (b) Radial Velocity.
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Our original storm detection and tracking work (circa 1994) involved using 2D images of Doppler
precipitation images. We detected 2D “fuzzy” storms and tracked them using a relaxation labelling
algorithm. Because of page restrictions, in this paper we describe only our latest 3D tracking algorithm.
The relaxation labelling essentially remains unchanged but 2D fuzzy storm, initially represented as
fuzzy circles, evolved first into 3D fuzzy spheres and currently into 3D fuzzy ellipsoids. We did not
use Doppler radial velocity in our 2D work to compute 2D optical flow (although some recent work
demonstrated this is feasible) but do use it in our 3D work to compute 3D optical flow. This flow is a
good predictor of a storm’s immediate motion and we have incorporated it into our tracking algorithm.
A description of our 2D work can be found in a journal paper [5] and a book chapter [11].

2 3D Fuzzy Algebra

Severe weather storms are not rigid and therefore can’t be tracked using their center of masses or contour
outlines. Two possible modifications to the current rigid object tracking methodology are possible:
create algorithms to deal with this non-rigidity of the tracked objects, for example, using snakes [14]
or find a modified representation of the objects and use the original (essentially unchanged) rigid object
tracking algorithms with this new representation. We have chosen the latter approach in designing a
tracking algorithm that uses the notion of “fuzzy” storms to capture the uncertainty in a storm’s location.
We use fuzzy vectors to get the correspondence of a fuzzy storm in adjacent images, thereby describing
the movement of a storm between two adjacent images.

2.1 3D Fuzzy Storms

Our storm detection program groups connected sets of precipitation reflectivity voxels above a threshold
(30 here) into potential storms. Even though the voxels are not uniformly spaced or sized (they are
locally), we use a simple 3D floodfill algorithm to do this. Each voxel has coordinates denoted as
(x1, x2, x3). (μ1, μ2, μ3) denotes the center of mass of a storm. We treat each set of 3D Doppler storm
voxels as a 3D multivariate normal distribution [6] and compute a 3×3 covariancematrixΣ (symmetric
positive and semi-definite), where the (i, j)th element, σij , is given by;

σij = σji = ε[(xi − μi)(xj − μj)], i, j = 1, . . . , 3. (1)

σij is computed as: √∑
xi,xj∈R(xi − μi)(xj − μj)

|R| − 1
, (2)

where |R| is the number of storm voxels in the ellipsoid. We compute the eigenvalues, λi, and the
corresponding eigenvectors, êi of Σ and use each eigenvector as one of the ellipsoid axes and

√
λi

as the corresponding radii. We use these ellipsoids to represent hypothesised fuzzy storms in the 3D
Doppler precipitation reflectivity data.

2.2 Ellipsoidal Fuzzy Algebra

The definitions for ellipsoidal fuzzy algebra are basically the same as for spherical fuzzy algebra [16],
except where changes are needed when ellipsoids instead of spheres are used.

Definition 1. A 3D fuzzy point E〈c, r〉 is defined as an ellipsoid with center c = (x, y, z), three radii
r = (rx, ry, rz) and three mutually orthogonal direction vectors e = (êx, êy and êz).

The point can be anywhere in the ellipsoid including the center. Two fuzzy points E1〈c1, r1, e1〉 and
E2〈c2, r2, e2〉 are identical if and only if c1 = c2, rx1

= rx2
, ry1

= ry2
, rz1

= rz2
, ex1

= ex2
,

ey1
= ey2

and ez1
= ez2

. Figure 2 shows 2 such fuzzy points.

Definition 2. A fuzzy vector from a fuzzy point E1 to another fuzzy point E2 is defined as the infinite
set of all displacement vectors from points in E1 to points in E2, see [16].

Definition 3. The fuzzy length or fuzzy magnitude of a fuzzy vector
−→
E is a set of lengths or magnitudes

of all vectors in
−→
E and is defined as

∥∥−→E∥∥.

Consider two fuzzy pointsE1 andE2 ∈ E (the set of all fuzzy vectors). The displacement vector from a
point in E1 to any point in E2 can be defined as

−−−→
E1E2 since a fuzzy point is only a set of the Euclidean

points in three dimensions. The set of all such vectors is the fuzzy vector from E1 to E2, i.e.
−−−→
E1E2 =

{ −−→e1e2 | e1 ∈ E1 and e2 ∈ E2

}
. (3)
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Z

X

Y

E2

dmax

dminr x1

r y1

r z1

r y2
r x2

rz2

E1

Figure 2: The closest distance dmin and furthest distance dmax between any two points respectively on
the surfaces of the fuzzy points P1 and P2.

with fuzzy magnitude: ∥∥−−−→E1E2

∥∥ =
{ ‖−−→e1e2‖ | −−→e1e2 ∈ −−−→

E1E2

}
. (4)

As apparent in Figure 2, we can express dmin and dmax given by the variables c1, r1, e1 and c2, r2, e2 as:

dmin = min
{ ‖−−→e1e2‖ | −−→e1e2 ∈ −−−→

E1E2

}
and (5)

dmax = max
{ ‖−−→e1e2‖ | −−→e1e2 ∈ −−−→

E1E2

}
. (6)

A fuzzy magnitude is then the interval [dmin, dmax].

Definition 4. The fuzzy angle subtended by a non-zero fuzzy vector
−→
Q relative to another non-zero

fuzzy vector
−→
P is defined as the set of angles subtended by any displacement vector −→q in

−→
Q relative

to another displacement vector −→p in
−→
P having a touching head and tail, respectively. The set can be

denoted as
〈−→
P ,

−→
Q

〉
θ
.

Consider the three fuzzy points: E1 = 〈c1, r1, e1〉, E2 = 〈c2, r2, e2〉 and E3 = 〈c3, r3, e3〉. We can
pick any point e1 in E1, e2 in E2 and e3 in E3 to from a pair of displacement vectors −−→e1e2 and −−→e2e3.
The angle between these two vectors can be calculated by the dot product of the two vectors:

cos θ =
−−→e1e2 · −−→e2e3

‖−−→e1e2‖ ‖−−→e2e3‖ . (7)

We can define the minimum and maximum angles as:
θmin = min

〈−−−→
E1E2,

−−−→
E2E3

〉
θ
and θmax = max

〈−−−→
E1E2,

−−−→
E2E3

〉
θ
. The fuzzy angle is then the interval

[θmin, θmax].
We currently compute the fuzzy distances and angles by brute force; we just enumerate all distances

and angles between the voxels in the ellipsoids. The intersection of two arbitrarily oriented ellipsoids is
an open problem (for example, in 3D video game playing software1) and a closed form solution for this
calculation is an active area of current research.

3 3D Optical Flow

The 3D motion constraint equation can be derived in a similar fashion, as for the 2D motion constraint
equation given in equation (given in [9, 15]):

IXU + IY V + IZW + It = 0, (8)

where 3D velocity �V has componentsU , V andW and IX , IY , IZ and It are theX , Y , Z and t intensity
derivatives. This work has mostly been motivated by and applied to medical applications, for example,
to compute 3D optical flow for CT (Computed Tomography) [7], MRI (Magnetic Resonance Imaging)
[10], and PET (Positron Emission Tomography) [12] datasets.
We can rewrite equation (8) as

�V · n̂ = Vn, (9)
where �Vn = Vnn̂ is the normal velocity which can be written in terms of intensity derivatives as:

�Vn =
−(IX , IY , I, Z)It

||(IX , IY , IZ)||22
. (10)

1www.magic-software.com
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This is similar to plane normal velocities for 3D range flow derived in [20].
To compute the 3D full velocity �V = (U, V, W ) from radial velocity �Vr we use the dot product to

obtain:
�V · r̂ = Vr , (11)

which is one equation in three unknowns. We note that the normal direction in equation (9) has been
replaced by the radial direction, r̂, here. This is the 3D motion constraint equation for 3D optical flow,
except we use radial (rather than normal) velocities to set up and solve linear systems of equations in
small neighbourhoods.
To solve for �V at a point, we select a small local neighbourhood about the point. Currently, we use

a 7 × 7 × 7 neighbourhood (determined by trial and error). Before the least squares estimation, the
radial velocity data is smoothed using a 7 × 7 × 7 averaging filter. The experimental results presented
in [3, 4] show that smoothing the data before the computation and using 7 × 7 × 7 neighbourhoods for
least squares integration produces the best result.
Since the neighbourhood is small compared to the whole Doppler dataset, we can assume that all

points in the neighbourhood move with the same full velocity �V . Since the radial velocities �Vr for
different points satisfy different motion constraint planes, their intersection defines the common 3D full
velocity �V = (U, V, W ), where U, V, W are three components of the velocity vector respectively along
the X , Y , and Z axes. This forms the basis of our least squares computation. Full details are given in
[3]. The problem with the calculation is that the radial velocity values are not as accurate when they
were converted to unsigned 8-bit numbers in the acquisition stage. The algorithm presented here starts
with these inaccurate least squares velocities and regularizes them to obtain more accurate and smoother
velocity fields.

3.1 Least Squares Regularized Flow from Radial Velocities

To constrain our regularization to give a smooth full velocity field close to the true full velocity we use
the computed least squares flow as a third consistency constraint in the regularization:∫ ∫ ∫

(�V · r̂ − Vr)
2︸ ︷︷ ︸

Motion Constraint Equation

+

α2 (U2
X + U2

Y + U2
Z + V 2

X + V 2
Y + V 2

Z + W 2
X + W 2

Y + W 2
Z)︸ ︷︷ ︸

Smoothness Constraint

+

β2((U − Uls)
2 + (V − Vls)

2 + (W − Wls)
2)︸ ︷︷ ︸

Least Squares Velocity Consistency Constraint

∂X∂Y ∂Z, (12)

where �Vls = (Uls, Vls, Wls) is computed least squares 3D velocity. The first two constraints enforce
3D Horn and Schunck like constraints with respect to the 3D motion constraint equation and global
smoothness in the 3D velocity field. The idea here is to compute a smooth regularized velocity com-
patible with the local least squares velocities. α and β are Lagrange multipliers which specify the
relative importance of the various constraints. Based on trial and error, we use α = 5.0 and β = 1.0
to obtain the results in this paper. Since ∇2U = UXX + UY Y + UZZ , ∇2V = VXX + VY Y + VZZ

and ∇2W = WXX + WY Y + WZZ and expanding �V · r̂ as Ur1 + V r2 + Wr3, we can rewrite the
Euler-Lagrange equations that minimize this functional as:

(Ur1 + V r2 + Wr3)r1 + β2U = α2∇2U + β2Uls + Vrr1, (13)
(Ur1 + V r2 + Wr3)r2 + β2V = α2∇2V + β2Vls + Vrr2, (14)
(Ur1 + V r2 + Wr3)r3 + β2W = α2∇2W + β2Wls + Vrr3. (15)

The approximations ∇2U ≈ Ū − U , ∇2V ≈ V̄ − V and ∇2W ≈ W̄ − W let us rewrite the Euler-
Lagrange equations in matrix form as:

A

⎡
⎣ U

V

W

⎤
⎦ =

⎡
⎣ (α2Ū + β2Uls + Vrr1)

(α2V̄ + β2Vls + Vrr2)
(α2W̄ + β2Wls + Vrr3)

⎤
⎦ , (16)

where

A =

⎡
⎣ (r2

1 + α2 + β2) (r1r2) (r1r3)
(r1r2) (r2

2 + α2 + β2) (r2r3)
(r1r3) (r2r3) (r2

3 + α2 + β2)

⎤
⎦ . (17)
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The Gauss Seidel iterative equations can be written as:⎡
⎣ Un+1

V n+1

Wn+1

⎤
⎦ = A−1

⎡
⎣ (α2Ūn + β2Uls + Vrr1)

(α2V̄ n + β2Vls + Vrr2)
(α2W̄n + β2Wls + Vrr3)

⎤
⎦ . (18)

We perform this iteration until ||�V n+1 − �V n||2 < 0.001. Typically, we require about 120 iterations to
achieve convergence.

4 3D Tracking via Relaxation Labelling

Fuzzy storms are then tracked over time using an incremental relaxation labelling algorithm with com-
patibility factors to incorporate both fuzzy storm tracking and their optical flow. We used a modified
version of Bernard and Thompson’s relaxation labelling algorithm [1], to use a temporal smoothness
constraint as well as a spatial smoothness constraint. Krezeski [13] added property coherence to the al-
gorithm. Property coherence [19] allows multiple features of a storm to be tracked over time in addition
to the location of the storm center. A number of storm properties are considered: size, minimum length,
maximum length, angle, orientation and velocity. The velocity displacement property is the only use
made of 3D optical flow in our work.
Let Sk be an hypothesized fuzzy storm center in the kth image. A disparity represented by a fuzzy

vector
−−−−→
SjSj+1 is constructed from Sj to Sj+1 if the infimum of the fuzzy length of the fuzzy vector is

less than a threshold, Td, which is set to a default value of 10 pixels; and concurrently, the two fuzzy
storm centers have compatible sizes.

4.1 Size Compatibility

We define a property function, fs, to measure the size-compatibility of two fuzzy storm centers S1 =
〈c1, r1〉 and S2 = 〈c2, r2〉 as:

fs(S1, S2) =

{
1 − |r1−r2|

max(r1,r2)
if r1 > 0 or r2 > 0,

1 otherwise.
(19)

A size-compatibility threshold, Tsc, is set to 0.5. Note that if Tsc is set to 1, then a disparity will be
constructed between two fuzzy storm centers only when they have exactly the same size. On the other
hand, if Tsc is set to 0, then the size-compatibility criterion is effectively removed.

4.2 Length Compatibility

The length compatibility function Cd:

Cd

(−−−−−−−−→
SCjSCj + 1,

−−−−−−−−−→
SCj+1SCj+2

)
=

{
1 − |d1−d2|

max(d1,d2)
if d1, d2 > 0,

1 otherwise,
(20)

where d1 = min ‖−−−−−−−→SCjSCj+1‖ and d2 = min ‖−−−−−−−−−→SCj+1SCj+2‖.

4.3 Angle Compatibility

The angle compatibility function Cθ:

Cθ

(−−−−−−−→
SCjSCj+1,

−−−−−−−−−→
SCj+1SCj+2

)
=

{
1 − 1+cos

“
max

〈−−−−−−−→
SCjSCj+1,

−−−−−−−−−→
SCj+1SCj+2

〉
θ

”

2 if d1, d2 > 0,

1 otherwise,
(21)

wheremax
〈−−−−−−−→
SCjSCj+1,

−−−−−−−−−→
SCj+1SCj+2

〉
θ
.

4.4 Orientation Compatibility

Storms are spread along two axes but the third vertical axis is always close to 90◦. This results in a simple
orientation compatibility calculation: compute the angle between the major axes of ellipsoids. The
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smaller this angle is the closer the orientations are (and the higher the compatibility is). The orientation
compatibility function is:

Co

(−−−−−−−→
SCjSCj+1,

−−−−−−−−−→
SCj+1SCj+2

)
=

fo(
−−−−−−−−→
SCj , SCj+1) + fo(

−−−−−−−−−−→
SCj+1, SCj+2)

2
, (22)

where fo(
−−−−−−−−→
SCj , SCj+1) is the angle between the two fuzzy storm centers’ major radii. Co values lie in

the interval [0, 1].

4.5 Velocity Compatibility

Given a storm’s velocity (the optical flow vector nearest its 3D center of mass), we can predict where a
storm should move in the next dataset. Figure 3 shows how the predicted and actual displacements of a
storm might overlap.
The velocity compatibility function Cv is:

Cv

(−−−−−−−→
SCjSCj+1,

−−−−−−−−−→
SCj+1SCj+2

)
=

fv(
−−−−−−−−→
SCj , SCj+1) + fv(

−−−−−−−−−−→
SCj+1, SCj+2)

2
. (23)

Suppose SCj = (Cxj , Cyj , Czj) is the center of the jth fuzzy storm from one Doppler radar dataset
and SCj+1 = (Cx(j+1), Cy(j+1), Cz(j+1)) is the center of the (j + 1)th fuzzy storm from the second
Doppler radar data collected after time δt and �Vj = (Vx, Vy, Vz) is the full velocity of SCj . We can
calculate SC ′

j+1 as SCj + �Vjδt and compare it to SCj+1 as a test of the storm track goodness. A
velocity intersection function fv(SCj , SCj+1) can be defined as:

fv(
−−−−−−−−→
SCj , SCj+1) =

Intersect Volume(SC ′
j , SCj+1)

Min Volume(SC ′
j , SCj+1)

. (24)

4.6 Overall Compatibility

We measure the total compatibility between two adjacent disparities using a weighted sum of these
components: size compatibility Cs, length compatibility Cd, angle compatibility Cθ, orientation com-
patibility Co and velocity compatibility Cs. The overall compatibility function is defined as:

C = wsCs + wdCd + wθCθ + woCo + wvCv, (25)

where ws, wd, wθ, wo and wv are normalized weights such that ws + wd + wθ + wo + wv = 1. These
weight values are determined empirically [21]. Values for these and other weight coefficients (below)
were chosen by empirical observation.

4.7 The Relaxation Labelling Algorithm

Two adjacent disparities are connected together if their compatibility value is greater than a threshold:

C
(−−−−→
SjSj+1,

−−−−−−→
Sj+1Sj+2

)
> Tc, (26)

SC1

1S
S2

V 3

SC’

SC

S’

Figure 3: SC1 is the center of storm S1. SC2 is the same storm in next image.
−→
V is the full velocity

of SC1. If the internal time between two adjacent images in this image sequence is δt, we calculate
SC′ = SC1 +

−→
V δt. Then we can get the intersection volume between SC ′ and SC2. We can use this

volume to judge if two adjacent disparities should be connected together in a track.
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where Tc is currently 0.2. When all qualified adjacent disparities have been linked together, the certainty
of each disparity is refined iteratively by relaxation on the overall compatibility among its adjacent
disparities. Consider a disparity d =

−−−−→
SjSj+1. The initial certainty of the disparity, denoted as p0(d), is

set to fs(Sj , Sj+1). During each iteration, we apply both spatial and temporal consistency constraints
to compute the supporting and contradictory evidence of the disparity using the compatibility values.
Let Es and Ec denote the supporting and contradictory evidence, respectively. Let ns and nc denote the
number of supporting disparities and the number of contradictory disparities, respectively. These four
quantities are reset at the start of each iteration.

• To apply the temporal consistency constraint, for each adjacent disparity dt to d of the form
dt =

−−−−→
Sj−1Sj or dt =

−−−−−−→
Sj+1Sj+2, we compute the compatibility at the kth iteration (k > 0)

between the two disparities as:

Ck(d, dt) = w1C(d, dt) + w2

(
pk−1(d) + pk−1(dt)

2

)
, (27)

wherew1 andw2 are normalized weights that sum to 1. We currently usew1 = 0.4 andw2 = 0.6.
If Ck(d, dt) > Tk (we use Tk = 0.6), then we add pk−1(d) to Es and increment ns by 1.
Otherwise, we add pk−1(d) to Ec and increment nc by 1.

• To apply the spatial consistency constraint, for each disparity ds which has the same head storm
or tail storm as d, if pk−1(d) ≥ pk−1(ds), then we add pk−1(d) to Es and increment ns by 1.
Otherwise, we add pk−1(d) to Ec and increment nc by 1.

• The certainty of the disparity d at the kth iteration is modified by:

pk(d) =

{
1
2

(
1 + wsEs−wcEc

wsEs+wcEc

)
if Es �= 0 or Ec �= 0,

0 otherwise,
(28)

where ws is the weight of the supporting evidence and is computed as ws = ns

ns+nc
and wc is the

weight of the contradictory evidence and is computed as wc = nc

ns+nc
.

• The iterative process stops at the kth iteration when the certainty of each disparity has converged
to the desired level of confidence (ε), say to n decimal places (we use n = 6):

ε = | pk(d) − pk−1(d) | < 10−n, (29)

for each disparity d or the maximum number of iterations has been reached: k → Tk, where Tk

is currently set to 20.

Once the relaxation process has converged, we construct a set of all longest tracks such that each dis-
parity has a final certainty over a threshold Tp (we use Tp = 0.85). We choose a subset of these tracks,
with the condition that no storm lies upon more than one chosen track.
We have changed the implementation of the algorithm from processing of a complete image se-

quence of known length (i.e. batch mode) to be in incremental mode. Given n images the hypothesized
storm disparities are relaxed. When an (n + 1)th image is added, the relaxation is restarted using the
results for the first n images plus the hypothesized storms of the (n + 1)th image. We have observed
empirically that the result is always the same as if all n+1 images had been initially relaxed. The differ-
ence in computation speed between the two methods is insignificant since relaxation converges within
ten iterations in either mode. The incremental algorithm allows us to view the current storm tracks as
the data become available.

5 Experimental Results

Each dataset consists of 15 elevations of precipitation density (reflectivity) and radial velocity of mov-
ing precipitation reflectivity data. At each elevation the data consists of 360 rays of reflectivity/radial
velocity data (1 ray for each degree of a circle) and each ray consists of 600 individual reflectivity and
radial velocity values. Figure 4 shows a diagram of the 3D structure of the data.
To obtain a smooth visualisation of the 3D storms, we have used a cubic β-Spline to display the

storm tracks (with tension t = 1 and skew s = 1). All images of the experimental results are displayed
by our X windows system, with window size of 900 × 900 pixels. Detected storms are coloured as
red masses with a thick yellow circle representing the fuzzy storms. Each storm is numbered for later
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( 1 ray for each degree of a circle )

600 points ( density/velocity value)

φ

Length

    360 rays

φ

5.25 km

radius

317.4 km
15 elevations

Figure 4: The structure of 3D Doppler radar data. The length of a cell in each dataset is 1km and there
are 15 elevations ranging from a minimum angle, φmin (cone angle), of 58◦ to a maximum angle, φmax,
of 89.5◦. The height of the rays range from a minimum of 5.25km to a maximum of 317.4km. The cone
radii range from 508.84km to 599.97km.

tracking. The tracking paths are drawn as β splines with arrowheads indicating the direction of each
storm motion.
We present results for detecting and tracking storms in the 3D Doppler reflectivity data that was col-

lected at the Kurnell Radar Station in Australia at intervals of 10 minutes on September 16, 1999 (dataset
1) and September 25, 2000 (dataset 2). The name of each image file, for example, 199909161050, gives
the time and date of the image (1999 September 16, 10:50am). Figure 5 shows 4 adjacent images of
track 1 of a long ellipsoidal-shaped storm. Figure 6a shows all the tracks for this sequence. The oblong
nature of the storm caused the fuzzy center to move too much from 199909161340 to 199909161350,
breaking the track into two pieces, tracks 1 and 2. Future work includes extending fuzzy spheres to
fuzzy ellipses to handle this case. Figure 7 shows the track at 20 minute intervals for the 7th storm
found in dataset 2 (these images were sampled every 5 minutes) while Figure 6b shows all the tracks
found. In both cases, the tracking agreed with meteorologist predictions.
We use perspective projection to project 3D velocity vectors onto a 2D image plane for display

purposes. A 3D point �P (x, y, z) which moves with full velocity �V will reach �P ′(x′, y′, z′) after time
interval t:

�P ′ = �P + �V t

= (X, Y, Z) + (VX t, VY t, VZt)

= (X + VX t, Y + VY t, Z + VZt). (30)

Then, the projections of �P and �P ′ onto a 2DXY image plane as �p and �p ′ respectively are:

�p = (
fX

f + Z
,

fY

f + Z
), (31)

�p ′ = (
f(X + VXt)

f + (Z + VZt)
,

f(Y + VY t)

f + (Z + VZt)
), (32)

where �v ≈ �p ′ − �p is the 2D projection velocity of �V . f is the focal length of our virtual camera
which we arbitrarily set to obtain “nice” looking images. Figure 8 shows the regularized least squares
calculation of the velocity field for time 200009251510with the radial velocities initially pre-smoothed
with a 7 × 7 × 7 averaging filter.
Table 1 shows that the velocity intersection values, fv, are higher for fuzzy storms represented as

ellipsoids than as spheres [18, 23, 22]. Figure 9 shows the 3D velocity values computed for the ellipsoid
center of storm 2. This is the same dataset showing a large oblong storm moving from northeast to
southwest [18]. The velocities are shown as white (yellow in colour) vectors and can be seen to point in
the direction of the storm’s displacement.
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(a) (b)

(c) (d)
Figure 5: Four tracks of the 2nd storm in images (a) 199909161310, (b) 199909161320, (c)
199909161330 and (d) 199909161340, all at elevation 1.

a b
Figure 6: All storm tracks in (a) dataset 1 [September 16, 1999] and (a) dataset 2 [September 25, 2000].

Image1-Image2 Sphere Ellipsoid
199909161310-1320 57.42 87.62
199909161320-1330 65.08 90.17
199909161330-1340 67.90 95.00

Table 1: Velocity Intersection Values, fv, of the Predicted and Actual Fuzzy Spherical Storms and
Fuzzy Ellipsoidal Storms. The first column gives image sequence numbers, Sphere is the fuzzy storm
intersection volume percent using spheres and Ellipsoid is the fuzzy storm intersection volume percent
using ellipsoid.
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(a) (b)

(c) (d)
Figure 7: Four tracks of the 7th storm in images (a) 200009251505, (b) 200009251525, (c)
200009251545 and (d) 200009251615. The storm at 200009251505 is at elevation 2, the others are
all at elevation 1.

6 Tornado Signature Detection

We have devised a skeleton-based method to detect hook echoes in Doppler precipitation density data of
tornadoes [8]. We use the HSV (Hierarchic Voronoi Skeleton) algorithm [17] to compute the “backbone”
skeleton of a storm and use six features of hook echoes (curvature, orientation, thickness variation,
boundary proximity, southwest localization and storm size) to detect these signatures. Figure 10a shows
a Doppler image from the May 3rd, 1999 Oklahoma tornado storm. Figure 10b shows the computed
backbone skeleton with circles centered at each skeleton node touching at least 2 boundary points on
the storm’s outline. Note that this “classical” hook echo has significant counter-clockwise curvature in
its backbone skeleton, has a fat-thin-fat intensity profile about the hook echo (we are the first to propose
the use of this morphological property) and is located at the storm’s southeast boundary. We applied
our algorithm on several Doppler datasets of severe weather storms in Oklahoma from 1999 and 2003
containing numerous tornado hook echo signatures and verified its effectiveness through a CSI analysis.

7 Conclusions and Future Work

We have shown an effective tracking algorithm that uses relaxation labelling to track a number of
storm properties, including size, length, angle, orientation and velocity displacement. Future work in-
cludes tracking storms among overlappingDoppler radars and integrating wind profiler and overlapping
Doppler data together.
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Figure 8: Computed full 3D velocity field at elevation 2 from the real Doppler radial velocity dataset at
time 200009251510 using global regularization with the least squares velocity constraint.
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Abstract 

Malignant melanoma is the most serious form of skin cancer. Early diagnosis and 
prompt surgical excision of malignant melanomas is essential. The development of 
automated systems aimed at accurately classifying suspicious pigmented lesions as 
benign or malignant may improve diagnostic accuracy preoperatively. In this paper we 
review techniques used in the detection of lesion asymmetry, a strong diagnostic 
indicator of melanoma. In addition, the feasibility of utilising Fourier descriptors as a 
shape asymmetry measure is evaluated. It is determined that, although not offering a 
full measure of lesion asymmetry alone, Fourier descriptors allow accurate 
determination of a lesion’s closest axis of symmetry, which may then be utilised in new 
or existing asymmetry measures. 

Keywords: Medical Imaging, Melanoma, Asymmetry, Skin Lesion 

1 Introduction 

Malignant melanoma is a cancer which originates in melanocytes, the cells which produce skin 
pigmentation [1]. The incidence in Caucasian populations is rising dramatically with a doubling 
time of approximately 10 years. It is the most serious form of skin cancer and although 
representing only 5% of skin cancers diagnosed it accounts for over 90% of subsequent mortalities 
[2]. Prompt recognition and early diagnosis significantly improves survival rates as tumours are 
detected at an early stage. Patients diagnosed with thinner tumours have a much lower risk of 
metastatic disease and therefore improved survival [3].  When recognised early in proliferation, 
malignant melanomas can be excised surgically with a good prognosis (5 year survival rates 
approaching 95%) [4]. The early identification of malignant tumours is therefore paramount. 
Dermatoscopy is a technique used to improve preoperative diagnosis of pigmented skin lesions. It 
helps clinicians differentiate between benign pigmented lesions such as moles and malignant 
melanoma. A variety of systems have been devised to help in the assessment of melanocytic lesions 
by dermatoscopy [5]. The ABCDE rule of dermatoscopy is an algorithmic system which attempts 
to quantify malignancy through analysis of lesion features (figure 1). The asymmetry, border 
(irregularity and variegation), colour (homogeneity and number of colours), diameter (greater or 
less than 6mm), and evolution of a lesion are considered [6]. A possible criticism of such 
techniques is that feature evaluation is open to subjectivity [7], which can cause reduced sensitivity 
and specificity of diagnosis [4]. There has therefore been recent focus on the development of 
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computerised systems which assist diagnosis.  Such systems automate feature identification, allow 
more precise definition of features, and diminish variability of feature analysis [7, 22].  

This paper aims to identify the range of skin lesion asymmetry quantifiers which have been 
developed using digital technologies and explores the viability of integrating Fourier analysis, 
specifically Fourier descriptors, into a shape asymmetry measure. Section 2 details existing 
approaches to lesion asymmetry measurement whilst section 3 discusses the Fourier approach and 
describes experimental work undertaken. Results and discussion are provided in sections 4 and 5 
respectively. 

2 Current Approaches to Asymmetry Measurement 

The analysis of lesion asymmetry is an important diagnostic indicator [4]. Asymmetry may be 
measured across zero, one or two orthogonal axes and considers variations in surface colour, 
texture and/or shape [5]. Multiple digital techniques have been developed to automate this process, 
involving the extraction of information from binary, greyscale and colour images. Simplistic 
techniques evaluate asymmetry across the entire lesion, for example “circularity” may be 
calculated, representing the correlation between a lesion surface area and the area of that lesion’s 
best-fit circle [8-10]. This method is invariant to scale or translation [11] and considered highly 
intuitive as the shape of a regular benign lesion is often circular. However, when a lesion border is 
highly irregular circularity measures will not be representative of image shape, thereby allowing 
similar results to be obtained for dissimilar lesions [12]. An alternative approach is proposed in [8]:  
Lesions are segmented into 256 sectors, defined by axes crossing through the centroid.  Area 
differences between these sectors are exploited to calculate an asymmetry measure ranging 
between 0 (symmetrical) and 10 (asymmetrical). Similarly, in [10], Andreassi et al propose a 
percentage symmetry measure based on the variance of area differences between lesion segments 
formed using 180 axes passing through the lesion centroid.  

In [13] Colot et al. define a colour symmetry measure based on the distribution between a 
lesion’s centroid and “clear” and “dark” pixels within the lesion.  Colour symmetry is given by: 

                                                     
G

CD
C d

dd
s      (1) 

where Gd  is the average distance to the lesion centroid, Cd is the mean distance between the 
clearer pixels and the lesion centroid and Dd is the mean distance between the darker pixels and 
the lesion centroid. A similar method is discussed in [14] which calculates a lesion’s “dark 
distribution factor”, defined as the distance between the lesion centroid and the centroid of dark 
pigmentation islands. Seidenari et al [15] quantify pigment asymmetry using colour averaging 
inside pixel blocks. Essentially a three-step process, their proposed algorithm subdivides an image 
into a n×n grid, ascertains the average lesion colour per pixel block and calculates the Euclidean 
distance (for red, green and blue planes) between each block. Subsequent measures considered for 
feature analysis include the mean, variance and maximum colour change across all blocks. The 
algorithm applied in [15] is computationally intensive, requiring 2/1nn  comparisons per 
calculation, where n  is the number of valid (lesion) pixels in the grid.   

Asymmetry has also been measured across a lesion’s principal axes of symmetry. The 
principal axis of symmetry (major axis or major product of inertia) is the axis which globally 
maximises symmetry across a lesion; the minor axis runs orthogonal to this [16]. Axes of symmetry 
may be calculated using standard algorithms, such as those detailed in [17]. An alternative 
approach is to assume that the major and minor chords of a near-symmetrical object are a close 
enough approximation of the true principal axes for meaningful results to be obtained [1].  In [1] 
the image is reflected across its major and minor axes.  For each reflection, the area of the image on 
one side of the axis is subtracted from the reflected image on the other side resulting in two area 
differences.  Asymmetry of shape is subsequently calculated using: 

%100minAsymmetry
    (2) 
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where Amin is the smallest absolute area difference and A is the lesion area.  This “folding” or 
“reflection” operation has been replicated in [6, 18-20].  In [5] Ganster et al. calculate feature ratios 
between different segments of a lesion. The binary mask is split into its right and left half, lower 
and upper half, and into four quadrants based on the location of the major and minor axes. Shape 
asymmetry is compared across these quadrants using: 

ij

i
i Qj

QR
     (3) 

where Qi represents the feature value (i.e. the perimeter, area or form-factor) of quadrant i.   
In [6] luminance thresholding is applied to identify regions of solid pigmentation. The 

asymmetry of pigment distribution is computed on a per quadrant basis using: 

L
i

L
i

P
i

P
i

i
DA

DA      (4) 

where Ai
P is the area of the dark pigment region within each quadrant, Ai

L  is the area of the lesion 
in each quadrant, Di

L is the distance from the lesion centroid in the quadrant and the centroid of the 
entire lesion, and Di

P is the distance from the dark pigment centroid (per quadrant) and the centroid 
of the entire lesion. Finally, an overall (per lesion) measure of asymmetry is found using: 

N

i

ii
N1

2
     (5)

where μi is the mean pigment asymmetry index calculated across all four quadrants. One criticism 
of the technique proposed in [6] is that two images displaying significantly different pigment 
features could yield similar results using equation (5). For example an image with a large island of 
pigmentation close to the centroid of the whole lesion could potentially have a similar  to a lesion 
with a small island of pigmentation close to the border (i.e further away from the lesion centroid). 
Therefore it could be implied that equations (4) and (5) do not necessarily provide a representative 
measure of asymmetry. 

Gutkowicz-Krusin et al [21] propose an alternative method for pigment asymmetry 
quantification. Initially an image is segmented via thresholding of luminance and the intensity 
IL(x,y) of a pixel is set to 0 if it is greater than the threshold value Ith. The lesion intensity moment is 
then calculated for each point f(x,y) in the image, and the image is rotated by angle  to align its 
principal axes parallel to the image axes. Pigment asymmetry is measured as AyAxA  where: 

yxI

ynxIynxI
A

Lyx

y cLcLn
x ,

,,
    (6) 

and 

yxI
nyxInyxI

A
Lyx

n cLcLx
y ,

,,
    (7) 

and IL corresponds to intensity distribution.  If IL in equations (6) and (7) is replaced by values 
across the lesion’s binary mask, the result indicates which fraction of pixels do not have a 
counterpart when the image is reflected across its principal axis (i.e. shape asymmetry).  

Schmid-Saugeon et al regard asymmetry calculation as an optimisation problem where a 
given symmetry measure should be maximised [7, 16]. They propose a generic approach based on 
the concept that any asymmetry can be regarded as noise and represented by the mean square error 
(MSE) between an image and its corresponding reflection across a particular axis. The peak signal 
to noise ratio (PSNR) of the image can then be used as a symmetry measure: 
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where Nq is the number of quantisation levels in the image. Finally, the PSNR determined can be 
used to derive a symmetry coefficient. In [7] and [16] the computational intelligence techniques of 
genetic algorithms and self organising maps have been applied to locate the axis which maximises 
the symmetry coefficient for a given image. This approach has been applied to binary, colour and 
textural information.  

It is difficult to gauge the accuracy of techniques developed for measuring the asymmetry 
of pigmented skin lesions because the majority of approaches developed are integrated into systems 
which automate the extraction of multiple features (for example, asymmetry, border irregularity 
and colour). Where results for individual asymmetry measures have been provided, the maximum 
accuracy rates obtained (based on successfully classifying a lesion as symmetric or asymmetric) 
varies from 73.2% [7] to 93.5% [1]. It is important to appreciate however that in [1] the test sets 
used were comprised of 39 and 46 lesions respectively.  In order to be certain of the validity of this 
method, testing on a larger data set is desirable. 

3   Fourier Analysis 

Fourier descriptors are a popular method for generating boundary based shape descriptors. An 
application of discrete Fourier analysis, these descriptors transform spatial boundary 
representations into the frequency domain, utilising the concept that any wave shape can be 
approximated using a summation of sine and cosine functions. Although two-dimensional discrete 
Fourier analysis has been utilised for feature extraction and image registration purposes [22], the 
specific use of Fourier descriptors remains unexplored within the context of melanoma asymmetry 
analysis. Given N object boundary points defined in two-dimensional Cartesian space and 
expressed as the sequence s(n) = [x(n),y(n)]  for n=0,1,2,…,N-1, each coordinate pair may be 
regarded as a complex number such that s(n) = [x(n)+iy(n)] for n=0,1,2,…,N-1.  Using this 
approach the x-axis and y-axis are treated respectively as the real (Re) and imaginary (Im) parts of 
a sequence of complex numbers which may in turn be used to generate a set of complex 
coefficients or Fourier descriptors using: 
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for u=0,1,2,…,N-1.  The result of equation (9) is N frequency coefficients, each of which 
corresponds to a complex sinusoid or basis function. Lower frequencies capture the gross essence 
of the object shape, whereas higher frequencies represent finer details. In addition, the magnitude 
or spectrum of each frequency can be calculated for analysis using: 

2
122 ImRe uauaua     (10) 

Fourier descriptors are advantageous in that they can be made invariant to rotation, translation, 
scaling, and start point. It takes approximately N2 multiplications and summations to produce a 
series of Fourier coefficients, but computational expense may be minimised by applying the 
transform on a subset of boundary points, for example points sampled at regular intervals. 

3.1 Fourier Properties of Geometrically Symmetric Images 

Our goal is to evaluate the usefulness of Fourier descriptors as a method for quantifying the shape 
asymmetry of an object. In order to identify how boundary symmetry is represented within Fourier 
descriptors, equation (9) was implemented on manually generated boundary point samples 
corresponding to images which are geometrically symmetric across either one or two orthogonal 
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axes. The number of sample points was kept constant for all images (N=64), resulting in 64 
frequency coefficients per image, labelled f(0) to f(63). Initially the symmetry axis of each image 
was aligned parallel to the y-axis. In subsequent tests each image was rotated about its centroid, 
thereby varying the angle of inclination of the major axis (figure 2). This was achieved by applying 
an affine transform on the sample points. Changes in real and imaginary parts of each complex 
coefficient were recorded, along with trends apparent within frequency magnitudes. In addition, the 
ratio between real and imaginary parts of each complex coefficient, and variance of these ratios, 
was computed. 

         
Image 1 

   
Image 2 

    0 o                   30 o     60 o         90 o                              120 o                              

Figure 2. Examples of manually generated boundary points corresponding to images with either 1 
or 2 axes of geometric symmetry, rotated at varying angles. 

3.2 Fourier Properties of Non-Geometrically Symmetric Images 

As an extension to 3.1, Fourier descriptors were generated for non-geometrically symmetric 
images. As an initial test images 1 and 2 were modified so they display reduced levels of symmetry 
(figure 3). Fourier descriptors were also generated and evaluated using coordinate sets 
corresponding to (a) ‘basic’ shapes with at least one clearly perceptible axis of symmetry (table 2) 
and (b) the boundaries of pigmented skin lesions (figure 4). The lines intersecting boundary points 
in figure 4 indicate the axis of symmetry which has been calculated (see section 4). Images used 
here were from a set supplied by the Royal Victoria Hospital, Belfast, and comprised one 
symmetric and two less symmetric lesions.   

                                   
         a)            b)                                         c)  

Figure 3.  Images with varying degrees of symmetry: a) Fig. 2 Image 1 with reduced geometrical 
symmetry, b) Fig. 2 Image 1 with “rough” symmetry, c) Fig. 2 Image 2 made asymmetric 

4   Results 

Using Fourier descriptors one can identify the inclination of an axis of symmetry for any 
geometrically symmetric shape via values of real and imaginary parts of the complex coefficients. 
On examination of the Fourier coefficients it is apparent that if an axis of symmetry lies vertically, 
the real part of each complex coefficient from f(1) onwards is approximately equal to zero. If we 

22



have perfect symmetry around a vertical axis, then for each Nkk ,...,1, , we may match our data 
points in pairs:  

))(),(())(),(( kNykNxkykx    (11) 

Hence, when computing the Fourier descriptor )(ua , the k’th and (N-k)th terms, )(uak  and 
)(ua kN , are given by 

Nuki
k ekiykxua /2))()(()(     (12) 

and  
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kN ekiykxua /)(2))()(()(    (13) 

Therefore the sum ))/2cos()()/2sin()((2)()( NukkyNukkxiuaua kNk  is purely imaginary. 
A similar argument holds when a symmetry axis is horizontal, specifically that the imaginary part 
of each complex coefficient from f(1) onwards will be approximately zero. 

As an extension of this property, using the relationship between phase angle and angle of 
rotation it can be easily shown that if an axis of symmetry lies at any other inclination  then there 
exists a relationship between the ratio (ratior) of real and imaginary parts for specific (even 
numbered) coefficients and the angle of inclination of the axis . Specifically, 

tanrratio     (14) 

and 
     rratioarcTan     (15) 

When descriptors are constructed using the boundary points of less symmetric or non 
geometrically symmetric shapes, the ratior of individual coefficients varies with little or no pattern 
across most frequencies. However computing equation (15) using average ratior of the most 
significant frequencies for each image, excluding f(0), remains indicative of the location of the 
object’s axis of symmetry. Table 1 illustrates this, along with the observation that using f(1) alone 
to estimate the angle of inclination proves an accurate method, even when applied to 
“asymmetrical” images, such as the image in figure 3(c) . 

Actual angle 
of symmetry 
axis (degrees) 

Estimated angle of symmetry 
axis using f(1) only 

Estimated angle of 
symmetry axis 
(2 most significant 
frequency coefficients) 

Estimated angle of 
symmetry axis 
(3 most significant 
frequency coefficients) 

  Figure 3(b) Figure 3(c) Figure 3(b) Figure 3(c) Figure 3(b) Figure 3(c) 
0 0.6305 -0.7986 1.1499 0.8929 1.1472 -0.7854 

20 20.6305 19.2014 21.1516 20.9111 21.1483 19.2623 
40 40.6305 39.2014 41.1538 40.9353 41.1498 39.3239 
60 60.6305 59.2014 61.1583 60.9817 61.1528 59.4381 
80 80.6305 79.2014 81.1800 81.2034 81.1672 79.9312 

100 100.6305 99.2014 101.1259 100.6327 101.1312 98.3706 
120 120.6305 119.2014 121.1420 120.8086 121.1419 118.9804 
140 140.6305 139.2014 141.1459 140.8515 141.1445 139.1028 
160 160.6305 159.2014 161.1481 160.8748 161.1460 159.1665 

Table 1. Using significant frequencies to estimate the location of an images axis of symmetry 

 In order to test the robustness of this apparent trend between the ratio of real and imaginary 
parts of f(1) and the symmetry axis phase, equation (15) was applied to four further sets of 
boundary points, where each set represented a ‘basic’ shape with bilateral symmetry across at least 
one axis (Table 2).  Resultant statistics indicate this approach is accurate: the maximum error 
incurred across all images (Table1 and Table 2) was 0.8 degrees and standard error was 0.067.  
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Therefore similar application using descriptors corresponding to digital representations of 
melanomas can provide a method of estimating the angle of inclination of a lesion’s principal axis. 
When equation (15) is applied to images in figure 4(a) – (c) using ratior of f(1) the axes of 
symmetry were computed as being 112, 41 and 113 degrees respectively, measured clockwise from 
the vertical axis (Figure 4). 

 star cross polygon Rectangle 
Re f(1) Im f(1)  Re f(1) Im f(1)  Re f(1) Im f(1)  Re f(1) Im f(1) 

0 -0.27 -48.80 -0.31 0.65 -73.39 0.51 -0.13 -52.51 -0.14 -0.13 -88.39 -0.08 
20 16.44 -45.94 19.69 25.71 -68.74 20.51 17.84 -49.39 19.86 30.11 -83.10 19.92 
40 31.16 -37.55 39.69 47.67 -55.8 40.51 33.65 -40.31 39.86 56.71 -67.79 39.92 
60 42.13 -24.63 59.69 63.88 -36.13 60.51 45.41 -26.37 59.86 76.48 -44.31 59.92 
80 48.01 -8.73 79.69 72.39 -12.1 80.51 51.69 -9.25 79.86 87.02 -15.48 79.92 
100 48.10 8.21 99.69 72.16 13.39 100.51 51.73 8.99 99.86 87.07 15.22 99.92 
120 42.39 24.17 119.69 63.23 37.26 120.51 45.54 26.14 119.86 76.61 44.08 119.92 
140 31.57 37.21 139.69 46.67 56.64 140.51 33.85 40.14 139.86 56.91 67.62 139.92 
160 16.94 45.76 159.69 24.49 69.19 160.51 18.08 49.30 159.86 30.35 83.01 159.92 

Table 2. Comparison of actual symmetry axis phase ( ) and estimated symmetry axis phase ( )
calculated using f(1). 

5   Discussion  

Analysis of Fourier descriptors allows us to propose a rule base for differentiating between images 
which display geometric symmetry and those which do not.  If the variance of ratior of specific 
(even numbered) complex coefficients is approximately equal to zero, then the object boundary is 
geometrically symmetric.  Otherwise the object boundary is non-geometrically symmetric. 
However, experimental work suggests that the use of Fourier descriptors alone does not allow 
determination of whether a melanoma may be defined as symmetric or asymmetric.  

Nevertheless, it has been evidenced that Fourier descriptor coefficients may be used to 
accurately identify a melanoma’s principal axis of symmetry.  As the location of this axis is 
fundamental amongst numerous existing asymmetry measures, it would be valuable to assess the 
accuracy of these methods when Fourier descriptors are used to locate the axis.  Possible 
approaches which could be assessed include those identified in [1, 16-19] and [4]. Therefore further 
work will consider a more formalised analysis of the trends already identified, and will compare 
accuracy of the Fourier method of symmetry axis location with existing methods. 

   
       a) – Symmetric                       b) – Slightly Asymmetric      c) - Asymmetric 

Figure 4.  Coordinate sets corresponding to the boundaries of pigmented skin lesions, and axis of 
symmetry calculated using equation (16).  
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Abstract

This paper describes a new method for individual vertebra segmentation and identifica-
tion in medical images. X-ray images of the spinal column are analysed in order to extract
a closed contour for each vertebra. To achieve this goal, we proceed by steps: the starting
one is a segmentation approach based on the selection of each vertebra region using a new
template matching method. We use these regions information to identify each vertebra
by its contour. For this task, we propose a polar signature representation of the contour,
combined with a second tempalte matching process. After that, we apply an edge closing
method exploiting polynomial fitting. Also, the extraction of some parameters charac-
terizing each vertebra, related to their form, position and orientation, allows determining
vertebrae motion induced by their movement between two or several positions.

Keywords: Contour detection, Region vertebra selection, Vertebrae analysis, polynomial
fitting, polar signature, Motion estimation.

1 Introduction

Medical staffs often examine X-rays of spinal columns to determinie the presence of abnor-
malities or dysfunctions and to analyse the vertebral mobility. Medical image processing
and analysis applications automate some tasks dealing with the interpretation of these images.
These applications use objective image parameters to measure, compare and detect the changes
between images.

X-ray images segmentation is an essential task for morphology analysis and motion esti-
mation of the spinal column. Several methods have been proposed in the literature to analyse
and to extract vertebrae contours from X-ray images [Rico et al., 2001]. Extensive research
has been done by Long et al. [LR and GR, 2001, LR and GR, 2000] to automatically identify
and classify spinal vertebrae. They formulated the problem of spine vertebrae identification by
three level of processing: In the first stage they used an heuristic analysis combined with an
adaptive thresholding system to obtain basic orientation data, providing basic landmarks in the
image; in the second stage, boundary data for the spine region of interest were defined by solv-
ing an optimization problem; the third stage was expected to use deformable template process-
ing to locate individual vertebrae boundaries at finely grained level. The main drawback of
this approach is the need of a good grayscale thresholding. Stanley and Long [RJ et al., 2004]
proposed a new method of subluxation detection. They used the spatial location of each verte-
bra in the spinal column and the variation in its position. They applied a second order spinal
column approximation by using vertebral centroids. The goal of their approach is to quantify
the degree to which vertebrae areas within the image are positioned on their posterior sides.

In an other work, Rodney and Thoma [Long and Thoma, 1999] described a reliable method
for automatically fixing an anatomy-based coordinate system in the image with an adaptive
thresholding system. Kauffmann et al. [Kauffman and Guise., 1997] first detected the axis of
the spinal column by manually placing points along it and fitting a curve through them. The
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fitted curve was used to initialize and rigidly match templates of vertebral body with the image
data to obtain vertebral outlines. Verdonck et al. [Verdonck et al., 1998] manually indicated
specific landmarks in the image and finded others using an interpolation technique. The land-
marks, together with a manually indicated axis of the spinal column, are used to automatically
compute endplates on veretbrae and the global outline of the spine.

Techniques using Hough transform [Howe et al., 2004, Tezmol et al., 2002] and Active
Shape Models [Roberts et al., 2003] are other examples of the various approaches developed.
These methods use a large set of templates to capture the great variability in vertebrae shapes.
But, in most of the cases, it leads to prohibitive computation time, as in the case of Hough
transform, and usually needs a large and accurate training set in the case of Active Shape
Models.

Other contour detection methods use a global description such as Canny [Canny, 1986]
or Deriche filter [Deriche and Faugeras, 1990]. Also, standard gradient-based edge detection
techniques work well only when images contain clear intensity differences at boundaries. Ap-
plied to X-ray images of the spinal column, the results of these methods are generally presented
by open contours, without the possibility to restore or to isolate the precise forms of each ver-
tebra. Moreover, it exists just a few detection methods of local closed contours, without any
convincing results. Indeed, the use of global methods for vertebrae contours detection is diffi-
cult because of the nature and the non-homogeneity of gray scale levels in spinal X-ray images.

In order to improve these results, it is recommended to use a specific segmentation to
these images. To overcome limitations of edge detectors in this kind of images, we propose a
new method for X-ray images segmentation based on a region vertebrae selection before the
effective edge detection.

On the other hand, we propose to use the segmentation results for vertebral mobility es-
timation. The purpose of the diagnosis is to extract some quantitative measures of particular
changes between images acquired at different moments. For instance, to measure the vertebrae
mobility, images in flexion, neutral and extension position are respectively analyzed. Measur-
ing each vertebra movement allows to determine the mobility of the vertebrae, in relation to
each other, and to compare the corresponding vertebrae between several images.

This paper is organized in the following way. Section 2 describes the region vertebra selec-
tion process. Section 3 presents how to combine regions information with a template matching
process using a polar coordinate system, and this in order to extract vertebrae contours. Finally,
in section 4, we present some experimental results and their use in vertebral mobility analysis.

2 Region vertebra selection

This first pre-processing step allows the creation of a polygonal region for each vertebra. Each
region represents a specific geometrical model based on the geometry and the orientation of the
vertebra. However, it is difficult to achieve fully and automatically the segmentation of X-ray
spinal images with current computer vision methods. So, we propose a supervised process
where the user have to click once inside each vertebra that we want to delineate and analyse.
We initially place a click towards the center of each vertebra. These clicks represent the starting
points P (xi, yi) for the construction of vertebrae regions, figure (1-a), [Benjelloun et al., 2006].
After this, we compute the distance between each two contiguous points (Di,i+1) and the line
L1, which connects the contiguous points, by a first order polynomial, equation (1).

L1 = f [a, b; P (xi, yi), P (xi+1, yi+1)] (1)

The function L1 will be used as reference for a template displacement by the function T (x, y)
defined in equation (2). This template function represents an inter-vertebral model, which
is calculated according to the areas shapes between vertebrae. We use the L1 function and
the inter vertebral distances to calculate the inter vertebral angles (αiv) and to determine a
division line for each inter vertebral area. To determine the points representing borders areas,
we displace the template function T (x, y), equation (2), between each two reference points
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P (xi, yi) and P (xi+1, yi+1), along the line L1. Then, we calculate the correlation degree DC

between the template function and the image I(x, y).

T (x, y) =
(
1 − e(−rx2)

)
with r = k/Di,i+1 (2)

with k empirical value.

The correlation degree is a measure of similarity which permits to obtain the ideal template
function that joins perfectly the borders between the vertebrae areas. The maximum correlation
value DC between the template function T (x, y) and the image I(x, y) for all the analysed
positions will correspond to the most stable position. This position corresponds to an angle αiv

and a position P (xiM , yiM ) for the template function, i.e. the position on the image in which
the template function T (x, y) is best placed.

In figure (1-a), the click points P (xi, yi) are represented. In figure (1-b), we present the
inter-vertebral points P (xiM , yiM ) given by the proposed procedure. In figure (1-c), boundary
lines between vertebrae are traced according to the angle αiv given by the same procedure
and centered on the points P (xiM , yiM )). To obtain vertebral regions, we connect the extreme
points of the boundary lines, figure (1-d).

Figure 1: Results obtained by the process of vertebral regions selection. (a): original image
reference; (b): inter vertebral points given by the template matching process; (c): boundary
lines between vertebrae; (d): vertebrae regions.

3 Contours vertebrae detection

After the first step of region localisation, we proceed to vertebrae contours detection. For this
second step, we propose a polar signature method [Lie and Chen, 1986], figure (5), combined
with a second template matching approach. This method is applied to each vertebra region.
A general approach to determine the polar signature of objects boundaries is illustrated in
figure (4-b). We choosed to use this polar signature approach in order to explore all regions
points likely to be corresponding to vertebrae contours.

The approach that we choose for selecting the points of vertebrae contours is based on a
template matching method. For this, we use a mathematical model based on the specific shape
of each vertebra. To achieve the task of contour detection, we use a polar signature system,
figure (4-b), associated to the proposed template matching method inside each region. This
process allows the computation of some parameters characterizing each vertebra, like their
positions, dimensions, orientation, and other cervical information.

The template function used for this seconde template matching process is defined according
to the radial intensity distribution on each vertebra. So, from the figures (2-a, 2-b), we can
notice three different zones. The first zone is relatively plate, figure (2-b, 3-a). The second
one presents the areas surrounding the edge or the effective contour. This zone is generally
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(a) (b)

Figure 2: (a): The vertebra Representation inside its region, as well as the three zones. (b):
Three dimensional synthetic modeling of vertebrae intensity distribution (three zones: the plate
zone, the effective contour and the zone towards the basis).

(a) Zone relatively plate (b) Vertebra contour (c) Interface towards the basis of the vertebra

Figure 3: Decomposition of the vertebra model in three components.

similar to a Gaussian function, figure (2-b, 3-b). The third zone is the interface between the
two preceding zones (gaussian and basis). This one presents the radial intensity relaxation until
the basis. The third zone is similar to a hill, and can be simply represented by an exponential
decreasing function figure (2-b, 3-c). These three zones could be described by a mathematical
model composed of three terms, figure (3). We propose to modelize these three behaviours by
a single function given by the equation (3), figure (4-a). We use this function as template for
the task of contours vertebrae detection.

f1(r) = e−Tr

f2(r) = e−T (r0−r)

fF (r) =
f1(f1 + f2)
(f2

1 + f2
2 )

(3)

With r : the radial value and r0 : the parameter which fixes the maximum value of fF .
T : A constant determining the decreasing speed related to the third zone.

We represent the sequence of points belonging to each vertebra contour by the vector
V [P (xi, yi)]. To extract this sequence, we use a template matching process by using the func-
tion fF , equation (3), and the image, figure (5-a). So, the first step is the template function
displacement inside each vertebra region. For this, we use a polar signature system associated
to each region, figure (5-b). We use the click points as the center points of this polar coordinate
system. For the beginning direction, we chose the average direction between the frontal line
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(a) (b)

Figure 4: (a): The template function proposed; (b): An example of contours points representa-
tion obtained by a polar signature approach.

Figure 5: (a): The polar signature system; (b): The polar signature direction.

(a) (b)

Figure 6: (a): The intensity level representation of the template function fF on the image,
every 12◦ with a fixed value of r0; (b): Synthetic representation of the template displacement
for different value of r0.

direction and the posterior line delimiting each region. We make turn the radial vector 360◦

around the central points with a step parameter, Δα, figure (5-a, 5-b).
In figure (6-a), we represent the intensity level variation belonging to the function fF inside

vertebra region. We can notice that r0 determines the maximum value of this function. Hence,
for each value of α, we change also the value of r0 in order to displace the maximum value of
template function, figure (6-b).

The points P (xαi, yαi) corresponding to the maximum correlation value, Max[Cr(α, r0)],
between the template function and the image, for each degree α, will be taken as points of the
contour V [P (xi, yi)], figure (7-a). The figure (7-a) represents the set of points V [P (xi, yi)]
obtained by this template matching process combined with the polar signature system using
the step Δα = 12◦.

Once the set V [P (xi, yi)] of the contours points obtained, we proceed to extract each ver-
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tebra face by a process of corners vertebrae estimation, explained in next section (3.1). After
this we apply a polynomial fitting, section (3.1), to each face in order to get a closed contour
for each vertebra.

3.1 Polynomial fitting

To carry out calculations the most exactly, we start by detecting the four points which determine
the corners of each vertebra, figure (7-a). This allows the separation of V [P (xi, yi)] in four set
of points, corresponding to the posterior face V PF [P (xi, yi)], frontal face V FF [P (xi, yi)],
superior face V SF [P (xi, yi)] and the inferior face V IF [P (xi, yi)] of the vertebra, figure (7-b).

If the vertebrae were sufficiently square, the corners points would be localised at the points
corresponding to the angles 45◦, 135◦, 225◦ and 315◦. Since vertebrae shapes are rather rec-
tangular, that is not always the case. Therefore, a first step for corners detection consists in
the Width/Height ratio (H/W ) estimation. This estimation allows a better positioning of the
angles corresponding to the changes of directions, i.e. the angles corresponding to the passage
from each face to another.

To estimate the Height (H), we calculate the average distance between the central point
(P (xi, yi)) and a fixed number of M points, (M = 10), (P (xj , yj)) obtained by the previous
step, around the directions 0◦ and 180◦. For the width (W ), we proceed in a similar way but
around the directions 90◦ and 270◦.

H = 1/M

j=θ+M/2∑
j=θ−M/2

Dθ W = 1/M
j=θ+M/2∑
j=θ−M/2

Dθ

Dθ =
√

(P (xi, yi) − P (xθj , yθj))2

To determine corners position, we proceed in a similar way, but with the factor of correction
(H/W ). I.e. around the directions 45◦H/W , 135◦H/W , 225◦H/W and 315◦H/W . So,
from each group of points around these directions, we take the most distant sub-group from the
center. From this sub-group we keep as corner position (Pcorner(x, y)) the average position of
the sub-group points, figure (7-a).

Figure 7: (a): Contour and corners points; (b): Polynomial fitting for each face of the vertebra

For a better approximation of vertebrae contours, we apply an edge closing method to the
contours obtained. For this final step, we use a second degree polynomial fitting [Keren and Gotsman, 1999,
Keren, 2004], applied to each face of the contour. We achieve this 2D polynomial fitting by the
least square method, figures (7-a, 7-b).

4 Experimental results

We apply our method to a large set of X-ray images of the spinal column. The figure (8)
shows the results obtained by applying the proposed method to two X-ray images of the spinal
column. We notice that the process of region selection, figure (1), gives good results and

31



PF: Posterior face FF: Frontal face SF: Superior face IF: Inferior face

Image (a) Image (b)
PF FF SF IF PF FF SF IF

V1 92.7 98.7 20.4 16.4 V1 105.4 111.5 33.5 31.0
V2 86.9 92.6 18.4 15.12 V2 107.2 112.0 38.1 31.2
V3 89.4 91.9 24.3 17.9 V3 99.4 109.7 29.9 35.4
V4 86.1 95.5 24.6 21.6 V4 93.6 99.7 22.1 30.5
V5 94.6 98.5 28.8 21.4 V5 97.0 97.0 25.4 16.9

Table 1: Orientation angles, in degree, of the vertebrae V 1 to V 5 in figures 8-a and 8-b, .

permits to isolate each vertebra separately in a polygonal area. On the other hand, contours
extracted with the polar signature system combined with template matching process are given
with high precision. The great advantage of our method is the fact that segmentation results are
presented by closed contours. This will essentially facilitate the use of these results for image
indexing and retrieval.

Vertebral mobility is estimated by the computation of the orientation angles belonging to
each face of the contour.

(a) (b )

Figure 8: Final results, the points in white are the contours points obtained by the template
matching process with polar signature, and points in black are the resulting faces by polynomial
fitting.

In the table (1), we present some quantitative measurements of the orientation angle for each
vertebra face. So, we present the orientation angles for the five vertebrae belonging to the
images (a) and (b) in figure (8). This allows motion head estimation and vertebral mobility
computation.

5 Conclusion

In this paper, a new method for vertebra segmentation has been proposed. The goal of this work
was to develop a closed contours detection method aiming to represent each vertebra separately.
This method permits to overcome some classical problems related to closed contours extraction
and edge closing. Our approach lies on three steps. First, we proposed a new template matching
method for the selection of each vertebra region. In the second step we formulated a new
mathematical model for vertebra edge and used it in a template matching process by the mean
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of a polar signature system. The goal of this step was to extract the effective contour of each
vertebra. Finally, we applied an edge closing method exploiting a polynomial fitting.

We have applied, with successful results, the method to a large set of real images. Vertebral
mobility analysis has been represented by the angular variations measurements. For this task,
we calculated the angular variations between two consecutive vertebrae within the same image.

The major advantage of the proposed polar coordinates contours description is the facility
and the precision of the results. Nevertheless, if the precision is obtained by increasing az-
imuths number, computing time can be costly according to images complexity. In our future
work, we are aiming to limit the number of clicks initially placed by the user to only one. Cur-
rently we are developing a content based image retrieval system by using the results presented
in this paper.
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Abstract 
 
The extraction of the gradient information from 3D surfaces plays an important role 

for many applications including 3D graphics and medical imaging. The extraction of 
the 3D gradient information is performed by filtering the input data with high pass 
filters that are typically implemented using 3×3×3 masks. Since these filters extract the 
gradient information in small neighborhood, the estimated gradient information will be 
very sensitive to image noise. The development of a 3D gradient operator that is robust 
to image noise is particularly important since the medical datasets are characterized by 
a relatively low signal to noise ratio. The aim of this paper is to detail the 
implementation of an optimized 3D gradient operator that is applied to sample the local 
curvature of the colon wall in CT data and its influence on the overall performance of 
our CAD-CTC method. The developed 3D gradient operator has been applied to 
extract the local curvature of the colon wall in a large number CT datasets captured 
with different radiation doses and the experimental results are presented and discussed. 

 
Keywords: 3D gradient operators, CTC, polyp detection, local curvature. 
 
 
1 Introduction 
 
Computer Tomography Colonagraphy (CTC) [1-4] is a rapidly evolving minimally invasive 
technique for early detection of colorectal polyps and nowadays the medical community views this 
medical procedure as a viable alternative to optical colonoscopy. As the performance of the CT 
imaging modalities is constantly improving, recent studies have demonstrated that the sensitivity in 
polyp detection offered by the CTC compares favorably with the sensitivity offered by the optical 
colonoscopy [5,6]. With the introduction of the new generation of multi-slice CT scanners that are 
able to produce high resolution CT data, the CT datasets generate a sheer volume of information 
required to be interpreted by the radiologist and this task is performed by analyzing either the 2D 
axial views or the 3D surface of the colon wall. The visual analysis of the CT data is a time 
consuming procedure and the examination results are biased by the subjectivity and the experience 
of the radiologists. This fact encouraged the development of automated computer aided detection 
(CAD)-CTC systems that are able to produce reproducible results with high sensitivity in detection 
of clinically significant polyps (>5mm). The main problem associated with the current range of 
developed CAD-CTC systems is the large number of false positives that are generated by other 
colon structures that mimic the shapes of the polyps (haustral folds, residual material, etc) [7-9]. 
The large number of false positives is generated by the subtle difference in shape between the 
polyps and other colon structures but also by the errors in the assessment of the local curvature 
(convexity) of the colon wall. In this paper we attempt to evaluate the contribution of the image 
noise (and the partial volume effects generated by the relatively low resolution in the z axis) in the 
estimation of the local curvature of the colon wall.    
 
In order to determine the surface orientation we need to extract first the local derivatives from the 
3D data. In 2D data the normal vector to a curve can be calculated by computing the local 
derivatives in the x and y direction using high pass local operators. The CTC datasets are 3D and 
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most algorithms that perform automatic identification of colorectal polyps evaluate the local 
curvature of the colon wall by calculating in 3D the partial derivatives [7]. As the polyps are 
structures with a well-defined convex appearance we need to evaluate the measure of convexity by 
evaluating the normal intersection around suspicious colon structures. Nonetheless, this method 
will be successful if we are able to accurately extract the surface orientation, i.e. the normal vector. 
In this regard an elegant solution to this problem is the extension of the calculation of the normal 
vector in 2D to 3D data. In this regard, Zucker and Hummel [10] proposed a mathematical model 
to determine the optimal 3D gradient operators. In their formulation they determined the masks of 
the gradient operator using a functional analysis and their theory was just in fact the generalization 
of the ubiquitous 2D Sobel operator [11]. The optimal gradient operator described in their paper is 
a 3×3×3 anti-symmetric operator that is applied in 3 different directions (the Zucker-Hummel 
operator uses radial functions that smooth the calculated gradient. This will have a positive effect in 
cases where the Zucker-Hummel operator is applied to noisy data). One limitation of this operator 
is the small kernel that is used to sample the gradient in x, y, z directions and as a consequence the 
results are only modest in extracting the local orientation for complex surfaces such as roofs or 
cavities. This is highlighted in our experiments where is indicated that the Zucker-Hummel 
operator is in many cases outperformed by the standard 3D Sobel operator. The aim of this paper is 
to evaluate the influence of the selection of the gradient operator on the overall performance of our 
CAD-CTC and to detail the mathematical model that will allow us to implement optimized 3D 
gradient operators. 
 
 
2 Mathematical background of gradient detection 
 
In image processing the gradient operators are widely used to identify strong features in the image 
such as edges or the local orientation of the curves and surfaces. The extraction of local derivative 
from a continuous signal can be done by applying directly the well-known derivative formula: 
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When designing a gradient operator we should bear in mind that the image data is discrete and we 
cannot apply the finite differences without compromising the accuracy of the gradient 
approximation [12-15]. Thus we have to assume that the original continuous optical signal that 
generates the image has been uniformly sampled at a rate of T samples per length. Using the 
Nyquist sampling theorem the continuous signal can be reconstructed from these discrete samples 
as follows: 
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In equation 2 the term f[k] represent the discrete sampled signal and s(x) defines the sampling 
function that can be approximated with the sinc function. Hence, to obtain the gradient of the 
discrete signal we have to derivate the reconstructed signal f(x) that is depicted in equation 2.  
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where s’ represents the derivative of the sinc function. As the derivative of the sinc function is 
dependent on the sampling frequency, it is worth noting that the spectrum of the discrete signal is 
bounded by T/2π  that is in agreement with the sampling theorem. We note that the derivative of 
sinc signal decays relatively slowly and the implementation of an optimal gradient filter would 
require large filters that are not feasible to be applied in practice due to the onerous computational 
cost required to extract the partial derivatives. Next, we will introduce a practical method to design 
one-dimensional (1-D) gradient filters whereas the generalization to multiple dimensions is a 
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relatively simple task.  In order to design gradient operators that are to be applied to discrete signals 
we have to consider several constraints. The vision literature indicates that the gradient filters are 
anti-symmetric and usually have an odd order. Thus, the 1-D gradient filter can be represented in 
the following generic form: 
 

],,...,,0,,...,,[)( 1111 NNNN ddddddkd −−+−−= ,  kk dd −=− ,  Nk ,...,1=                    (4) 
 
In order to design 1-D derivative filters we need to impose several constraints for parameters dk as 
illustrated in the following expressions [14]: 
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In this way, equation 5 translates in the requirement that the derivative filter should have the sum of 
the coefficients equal to 0, while equation 6 can be used to select the values for dk coefficients. The 
derivative operator has to fulfill the condition illustrated in equation 5 to achieve insensitivity to 
DC signals. Since the derivative filters are anti-symmetric the first coefficient of the operator can 
be determined using the following relationship:  
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Using the formulas illustrated in equations 4 to 7, the 5×5×5 derivative filter that is applied to 
extract the gradient in the x direction has the following mask [-1 8 0 -8 1]/12 •  [1 4 6 4 1]/16, 
where •  defines the convolution operator. To extract the gradient for other directions we need to 
rotate the 5×5×5 mask in the direction required for a particular axis. It can be noted that this 
operator, as expected, represents the direct extension of the 5×5 Sobel operator to the 3D case.  
Using equations 5 to 7, we have developed a new 5×5 gradient operator that implements a two-
peak operator. Since the gradient operator has two lobes it will provide improved performance 
when applied to data with step discontinuities or 3D CT datasets defined by a low signal to noise 
ratio such as the low-dose CT data.  
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Figure 1. The masks of the 5×5×5 3D OptDer operator to extract the gradient in the z axis (the 

mask 05x5 indicates a 5×5 mask where all elements are zero). 
 

 
In our experiments we have evaluated the efficiency of several filters including the 3×3×3 Zucker-
Hummel operator, 5×5×5 Sobel operator and 5×5×5 optimized operator – OptDer filter (is a two 
peak derivative operator. For more details about the implementation of optimal derivative filters 
refer to [12,13]). A particular interest we had in assessing the performance of these gradient 
operators when applied to CTC datasets that have been acquired with different x-ray dose levels 
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(the lower the radiation dose the higher the image noise). However in our experiments it has 
became clear that the 3×3×3 gradient masks are inefficient in sampling the correct curvature of the 
colon wall when dealing with irregular surfaces. The experimental data indicated that the optimized 
5×5×5 gradient operator was able to return improved performance (this operator has been designed 
using the masks illustrated in Figure 1). The measurements were performed on CTC prone and 
supine views where the reconstruction interval was set to 1.5mm. The tests were conducted on 
phantom (synthetic) data and on real patient data. Of particular interest was the evaluation of the 
level of false positives detected by the automated CAD-CTC system and a detailed performance of 
our system is illustrated in Tables 1 to 5 where different gradient operators are evaluated.    
 
 
3 CAD-CTC Polyp Detection Algorithm 
 
We have developed an automated CAD-CTC method designed to identify the colorectal polyps in 
CT data [16] that evaluates the local morphology of the colon wall. Initially, the colon is segmented 
using a seeded 3D region growing algorithm that was applied to identify the interface between the 
air voxels and the colon tissue, which assures the extraction of the colon wall.  After the 
identification of the colon wall, for each colon wall voxel the surface normal vector is calculated 
using the Hummel-Zucker operator, Sobel and OptDer operator. The normal vectors sample the 
local orientation of the colon surface and the suspicious candidate structures that may resemble 
polyps are extracted using a convexity analysis where the colon suspicious surfaces are detected by 
evaluating the distribution of the normal vectors intersections in the 3D space (for a detailed 
description of this algorithm refer to [16]). This method is able to correctly identify all polyps 
above 3mm but it is worth noting that this is achieved at the cost of a high level of false positives. 
In order to reduce the level of false positives, statistical features [16] including the standard 
deviation of surface variation, ellipsoid fitting error, sphere fitting error, three axes of the ellipsoid 
and the Gaussian sphere radius are calculated for each candidate surface that has been identified by 
the convexity method described before. These features are used as inputs for a nearest neighbor 
classifier that is trained to decide whether the surface under investigation belongs to a polyp or a 
fold. The classifier was trained using a collection of 64 polyps and 354 folds that were selected by 
a radiologist from Mater Misericordiae Hospital, Dublin. 
 
 
4 Results and Discussions 
 
In our tests we have used 52 standard dose (100mAs) patient datasets (prone and supine views) 
with 75 polyps, 9 low dose (13-50mAs) patient data with 2 small polyps and phantom data (low-
dose and standard dose) with 48 polyps of various sizes and shapes. All patients were scanned at 
120kVp, 13mAs-100mAs, 2.5mm collimation, 3mm slice thickness, 1.5mm reconstruction interval, 
and 0.5s gantry rotation. The CT acquisition was performed with the patient head-first supine 
position and then repeated with the patient in the prone position. The CT protocol mentioned before 
generates CT datasets where the number of axial slices is in the range 200-350 and is dependent on 
the height of the patient. 

 
Table 1: Sensitivity for synthetic phantom data (polyps >=10mm). 

 
 
 
 
 
 
 
 
 
 
 

Sensitivity (%) mAs Total Zucker Sobel OptDer
100 14 100 100 100 
40 14 100 100 100 
30 14 100 92.85 100 
20 14 100 100 100 
13 14 92.85 92.85 100 
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Table 2: Sensitivity for synthetic phantom data (polyps [5-10)mm). 
 
 
 
 
 
 
 
 
 
 

Table 3: Sensitivity for synthetic flat polyps. 
 
 
 
 
 
 
 
 
 
 

Table 4: Sensitivity for polyps >=5mm in real patient standard dose (100mAs) data. 
 
 
 
 
 
 

Table 5: Sensitivity for polyps <5mm in real patient’s standard and low dose data 
 
 
 
 
 
 
 
When the CAD-CTC system was applied on phantom data the OptDer operator shows 
100% sensitivity for polyp >=10mm for datasets acquired with radiation doses in the range 
100-13mAs where the Zucker-Hummel and Sobel operators shows 92.85% sensitivity at 
30mAs and 13mAs radiation doses (see Table-1).  Figure 2(a) illustrates the 3D surface 
extraction for a 12mm polyp when the Zucker-Hummel operator was applied for detection 
of the surface normal vectors and Figure 2(b) shows the surface extraction when the 
OptDer operator has been used. Figure 3 illustrate the surface extraction for an 8 mm 
phantom polyp from a dataset scanned with 13mAs. It can be noted that in both cases the 
CAD-CTC system achieved a more accurate surface extraction when the OptDer operator 
was employed. Due to incomplete surface segmentation our CAD-CTC system missed the 
polyp illustrated in Figure 2 when the Zucker-Hummel operator was used to extract the 
surface normal vectors (see Table 1), whereas the polyp was correctly detected when the 
OptDer operator was applied. In Figures 2 and 3 it can be also observed that the OptDer 
operator generates better surface normal concentration than the Zucker-Hummel operator. 
The application of the OptDer operator to extract the surface normal vectors offers better 
detection for polyps in the range 5-10mm than the Sobel operator (see Table 2).  It also 

Sensitivity (%) mAs Total Zucker Sobel OptDer
100 20 100 100 100 
40 20 100 100 100 
30 20 95 90 95 
20 20 100 100 95 
13 20 95 95 100 

Sensitivity (%) False Positive per dataset mAs Total Zucker Sobel OptDer Zucker Sobel OptDer 
100 9 55 55 44.44 1 1 1 
40 9 33.33 33.33 44.44 2 1 1 
30 9 44.44 44.44 55 0 2 2 
20 9 11.11 33.33 44.44 2 2 2 
13 9 22.22 22.22 44.44 2 2 3 

Sensitivity (%) False Positive per dataset mAs Total Zucker Sobel OptDer Zucker Sobel OptDer 
100 18 88.89 88.89 88.89 4.32 4.69 4.71 

Sensitivity (%) mAs Total Zucker Sobel OptDer
100 48 60.41 60.41 68.75 
13-40 2 50 100 100 
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provides a better detection of flat polyps when compared to the performance of the Zucker-
Hummel and Sobel operators (see Table 3). When the Zuker-Hummel, Sobel and OptDer 
operators were used to calculate the surface normals of the colon wall for standard dose 
real patient datasets, the sensitivities for the detection of polyps >=5mm were 88.89% (see 
Table 4) for all operators, but the OptDer operator provides higher sensitivity (see Table 5) 
in the detection of small polyps (<5mm) than the other two operators.  Table 5 indicates 
that the overall sensitivity for polyp detection was highest when the OptDer operator was 
used and the experimental data indicates that this operator outperformed the Zucker-
Hummel and the Sobel operators especially when the system is applied to low-dose 
datasets. The level of noise sampled by the standard deviation calculated in a local 5×5×5 
neighborhood increased with a factor of 2.67 (SD = 26.59 for 100mAs and SD = 70.95 for 
13mAs) when the scan was performed at 13mAs when compared to the case when the 
phantom was scanned with 100mAs radiation dose. The relation between the noise level 
and the radiation dose is illustrated in Figure 4. 
 

  
 

(a)                                                  (b) 
 

Figure 2. 3D surface extraction of a 12mm phantom polyp (radiation dose 13mAs). (a) The 3D 
surface extracted by the CAD-CTC system using the Zucker-Hummel operator. (b) The 3D surface 

extracted by the CAD-CTC system using the OptDer operator. 
 

 

  
 

(a)                                                  (b) 
 

Figure 3. 3D surface extraction of a 12mm phantom polyp (radiation dose 13mAs). (a) The 3D 
surface extracted by the CAD-CTC system using the Zucker-Hummel operator. (b) The 3D surface 

extracted by the CAD-CTC system using the OptDer operator. 
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Figure 4. The relationship between the noise level and the radiation dose. 
 
 
5 Conclusions 
 
In this paper we have addressed the problem of robust calculation of the surface curvature 
in 3D CT data. As numerous automated CAD-CTC systems identify the colorectal polyps 
based on analysing the local convexity of the colon surface, one of the most important 
steps in this analysis is the precise identification of normal vector. In this regard, we have 
investigated a number of 3D gradient operators and we have conducted the experiments on 
a large number of synthetic and real patient data. Experimental data indicated that the 
commonly used 3D gradient operators such as Zucker-Hummel and Sobel fail to correctly 
determine the normal vector when dealing with datasets characterized by a low signal to 
noise ratio. To address this problem we have proposed a new gradient operator that was 
able to return better performance when applied to CT data that is acquired with different 
radiation dose levels.  
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Abstract 

In recent years, the use of omni-directional cameras has become increasingly more 
popular in vision systems and robotics.  To date, most of the research relating to omni-
directional cameras has focussed on the design of the camera or the way in which to 
project the omni-directional image to a panoramic view rather than on how to process 
these images after capture.  

Typically images obtained from omni-directional cameras are transformed to sparse 
panoramic images that are interpolated to obtain a complete panoramic view prior to 
low level image processing.  This interpolation presents a significant computational 
overhead with respect to real-time vision.  We present an approach to real-time vision 
that projects an omni-directional image to a sparse panoramic image and directly 
processes this sparse image.  Feature extraction operators previously designed by the 
authors are used in this approach but this paper highlights the reduction of the 
computational overheads of processing images arising from omni-directional cameras 
through efficient coding and storage, whilst retaining accuracy sufficient for 
application to real-time robot vision.  

Keywords: Omni-directional imaging, Feature detection. 

1 Introduction 

Panoramic vision systems have been developed based on the natural biological vision systems of 
arthropods such as insects [1]. The arthropod’s vision system is simple when compared with the 
complex eye movement system of humans. Arthropods have compound eyes that, although 
immobile with respect to their body, have a natural advantage gained from a wide field of view [2]. 
This wide field of view would be of benefit to mobile robot localisation, as it allows many 
landmarks to be simultaneously present in the scene, without the need for an elaborate pan-tilt 
active vision system that would mimic human gaze control. Catadioptric cameras combine 
conventional cameras and mirrors to obtain a 360° omni-directional view similar to the wide field 
of view that a compound eye obtains. The camera is pointed vertically towards a mirror, with the 
optical axis of the camera lens aligned with the mirror’s axis. The mirror profiles that can be used 
are conical or convex, such as spherical, parabolic, and hyperbolic. These cameras offer advantages 
to robot navigation systems mainly due to the fact that they provide the robot with a complete 360° 
omni-directional view of its immediate surroundings [3, 4], allowing many landmarks to be in view 
of the robot simultaneously, and they offer the ability to the robot to change viewing direction 
instantaneously. They enable a single feature to be tracked from varying viewpoints, whereas if a 
fixed camera were used, the feature may track out of the field of view. However, their disadvantage 
is that they capture images of a lower resolution than a standard image. The reduced resolution may 
be a problem for tasks such as fine manipulation or control, but for navigation tasks the wide field 
of view would be of greater value than higher resolution.  
 Previous research using omni-directional images for robot navigation includes Gaspar [1], in 
which the omni-directional image is un-warped to both panoramic and birds-eye-view images.  An 
appearance based navigation system is used that has a set of reference birds-eye-view images and a 
topological map of the environment for navigation.  Another appearance based method is used by 
Matsumoto [5] in which omni-directional images are un-warped to a panoramic view before 
template matching of images is performed.  Yagi [6] also un-warps the omni-directional image to a 
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panoramic view before detecting edges using the Sobel edge detector.  The edge maps are then 
used to create a one dimensional projections relating to the edge density of the horizontal axis of 
the edge map for the purpose of navigation. A different approach is taken by Vlassis [3], where the 
omni-directional image is not un-warped. In this approach the Sobel edge detector is used to extract 
edges from the omni-directional image, and the edge pixels are then fed to a Parzen density 
estimator to calculate the edge density. Principal component analysis is then used to reduce the 
dimensionality of the feature vector that is used in the navigation system.  

As discussed above, the omni-directional image may be used in the original format [3], or it 
may be un-warped to a rectangular panoramic image through the use of an un-warping algorithm 
[7, 8, 9]. In order to un-warp the omni-directional image to a panoramic image, it is typical for the 
circular omni-directional image to be projected onto a cylinder, transforming the omni-directional 
image to an un-warped rectangular panoramic image. Previous research has highlighted advantages 
of un-warping the omni-directional image. Matsumoto [5] highlights the fact that a system that can 
deal with shifts of panoramic images using template matching in hardware has lower computational 
and storage costs than a system that can cope with rotations of omni-directional images.  Krose 
[10] also cites this as a benefit, along with the fact that standard feature trackers may be used on the 
panoramic image. 

In this paper we discuss our method of extracting features directly from a sparse un-warped 
panoramic image. We will show that our method retains the accuracy of traditional 4- and 8-pixel 
neighbourhood feature extraction operators on complete images, whilst achieving a reduced 
computational overhead due to avoidance of image interpolation. Section 2 discusses methods of 
un-warping an omni-directional image to a panoramic image. Section 3 introduces our method of 
space variant feature detection, while Section 4 discusses implementation and implementation 
issues such as efficient coding and storage. In Section 5 we present processing times and sample 
edge maps using various edge detection methods for comparison, and Section 6 summarises our 
findings and outlines future work. 

2 Sparse Panoramic Images 

We obtained omni-directional images, as shown in Figure 1, using a mobile robot with a 
catadioptric camera, shown in Figure 2. 

Figure 1. Omni-directional image Figure 2. Khepera robot used to obtain images

One approach to un-warping of omni-directional images is by back-projection of each pixel 
in an un-warped panoramic image to a position in the omni-directional image by means of a polar-
to-cartesian transformation: 

sin,cos,, rrfyxfrg      (1) 

where ,rg  represents the polar coordinate image and yxf ,  represents the rectangular 
coordinate image. The value ,rg  in the omni-directional image is obtained by bilinear 
interpolation of the four pixel values in the 4-pixel neighbourhood of ),(r . A three-quarter 
section of the un-warped version of the omni-directional image shown in Figure 1 obtained by 
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using back-projection method is shown in Figure 3(a). Although bilinear interpolation is generally 
cheap to implement, such a back-projection has the disadvantage of relying on secondary 
reconstructed image data. 

A second approach to un-warping is to forward-project each pixel in the omni-directional 
image to a position in the un-warped panoramic image by means of a cartesian-to-polar 
transformation: 

x
yyxgrgyxf 122 tan,,,     (2) 

where yxf ,  represents the rectangular coordinates image and ,rg  represents the polar 
coordinates image.  This un-warping approach leads to a sparse representation of the panoramic 
view, as shown in Figure 3(b), where the missing values depicted in black. Typically post-
processing would be required, such as applying interpolation to this image, in order to obtain a 
complete data set before any further image processing. Our approach however is to work directly 
on the space variant panoramic image, thus avoiding the use of secondary reconstructed image data 
values. 

(a) 

(b)

Figure 3. (a) Back-projected un-warped image; (b) Forward-projected un-warped image 

3 Space Variant Operators

In order to extract features from the space variant panoramic image described in Section 2 in real-
time, we use the family of autonomous finite element based image processing operators presented 
in [11] for use on non-uniformly sampled intensity images and in [12] for use on range images.  
Here, the term autonomous indicates that these operators were developed in such a way that they 
can change size and shape across the image plane in accordance with the local pixel distribution as 
illustrated in Figure 4. 

Figure 4. Neighbourhoods of Autonomous Operators 

These feature detection operators correspond to weak forms of operators in the finite element 
method and can be based on first or second order derivative approximations, corresponding to a 
first directional derivative ubbu  and a second directional derivative )( uB , and are 
defined by the functionals 
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dUbUE iii   and dUUZ iii )()( B .                (3)

Here, U is our representation of the image data, )sin,(cosb  is an image-dependent unit 
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i eyx  and B = b bT. In the special case of the Laplacian 

operator, represented by iZ , B is taken to be the identity matrix. By choosing each function i  to 
be a Gaussian function restricted to a neighbourhood i , each operator is restricted to the 
neighbourhood i .

As these operators can be applied directly to space variant image data, we can apply them 
directly to the forward-projected un-warped panoramic image without the need for additional 
image reconstruction.  The application of these operators to space variant panoramic images yields 
edge maps that are comparable to those obtained using well-known image processing operators on 
complete panoramic images, as will be illustrated in Section 5. 

4 Implementation 

As shown in Figure 2, our system uses a Khepera II miniature robot manufactured by K-Team 
Corporation of Switzerland. The Khepera II has the optional K2D camera turret, which utilises a 
camera pointed upwards, looking at a spherical mirror to acquire omni-directional images. 3-
channel colour omni-directional images are captured using a Matrox Meteor II frame-grabber at 
full resolution of 510×492. Images are stored, processed, and displayed on our graphics 
workstation using the Open Source Computer Vision Library (OpenCV) [13]. The 3-channel omni-
directional images were then converted to 1-channel grey-scale images using the 
ConvertToGrey()function in OpenCV, before being centred and cropped to a final resolution 
of 452×452. An example of a cropped omni-directional image is shown in Figure 1. 

The image is un-warped using the forward-projection method, as described in Section 2, to 
create a space variant panoramic image. The space variant image data are used in Delauney 
triangulation to construct a triangular mesh, defined by a set meT  of triangular elements, on 
which our feature detection operators are constructed. To create this mesh we have incorporated the 
‘Triangle’ meshing library [14] into our application. Information on nodal connectivity is stored by 
creating a list of connected nodes for each node in the image; the compactness of the list structure 
can be improved by judicious global ordering of the mesh nodes. 

With each node ),( ii yx  is associated an image value iU and a piecewise linear basis 
function ),( yxi  spanning a neighbourhood i  comprised of the set iS  of triangular elements 
that share ),( ii yx  as a vertex. The approximate image representation may then be written as 

                                                     
N

j
jj yxUyxU

1
),(,                                                           (4) 

and is therefore piecewise linear on each triangle, and this image representation is used in equation 
(3) to develop feature detection operators that correspond to local derivative approximations.  

In order to compute the weights in an operator we need to compute element integrals ,m
ijk ,

each  defined over an element me  in the neighbourhood set iS . For example, a contribution to a 

gradient operator UEi  would be 
me

i
jm

ij dxdy
x

k , , whilst a contribution to a Laplacian 

operator )(UZ i  would be 
me

ijm
ij dxdy

xx
k , . Such element integrals are accurately and 

efficiently evaluated using low-order (3-point) Gaussian quadrature. In finite element analysis, the 
,m

ijk values are stored in small finite element matrices: for a triangular element, each finite element 
matrix is 3 3 in size, with each row corresponding to a particular node in the triangle. A complete 
set of space variant autonomous operators, )(UEi  or )(UZi , may thus be computed by 
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assembling the ,m
ijk  values for each element me  in iS according to information on nodal 

connectivity routinely stored in look-up-tables; i.e., each operator weight may be computed as 

}|{

,

im Sem

m
ijij kK .   

The amount of computation required to carry out image un-warping by forward projection 
followed by construction of the triangular mesh and then the corresponding feature detection 
operators is greater than that required to construct a complete un-warped image by backward 
projection followed by application of traditional 4- or 8-pixel low level processing techniques. 
Hence, it might seem that real-time application is precluded. However, this is not the case, as the 
cartesian-to-polar transformation required for forward projection needs to be computed only once. 
Each pixel in an omni-directional image transforms to a fixed position in the un-warped panoramic 
image, and in all subsequent un-warped panoramic images. Hence for the robot to process a whole 
sequence of omni-directional images, we need to construct the triangular mesh and operators only 
once. By storing the operators in an efficient look-up-table, computation becomes sufficiently 
reduced to enable real-time application. 

Whilst the operators could be constructed by computing and storing the finite element 
matrices described above, our performance experiments show that it can be more efficient to use a 
combination of stored information and some on-the-fly-computation; the best balance is achieved 
by minimizing the number of floating-point values that need to be addressed in look-up-tables. 
Since the image representation in equation (4) is piecewise linear on each element, the derivative 

terms, 
x

j  and 
y

j , in the element integrals ,m
ijk  are constant within an element, depending only 

on the locations of the three nodes of the element. Hence, rather than store and retrieve three fully 

computed element integrals dxdy
x

k
me

i
jm

ij
,  or dxdy

y
k

me
i

jm
ij

,  as floating point 

values on each element for each operator, it is more efficient to store and retrieve the single floating 
point value dxdy

me
i  for each element and multiply this value on-the-fly  by the three constant 

values corresponding to
x

j  or
y

j . Figure 5 shows a graphical representation of how the operator 

data is stored in the look-up-table 

Figure 5. Graphical representation of operator data storage in look-up-table  

The procedure for the initial creation of the operators and subsequent processing of images 
is summarised in the following pseudo-code:  

Space Variant Image Look up Table 

(xi, yi)

(x2, y2)

(x3, y3)

(x4, y4)

(x5, y5)

(x1, y1)

(xi, yi)

jii yxyxyx );,();,();,( 2211

jii yxyxyx );,();,();,( 3322

jii yxyxyx );,();,();,( 4433

jii yxyxyx );,();,();,( 5544

jii yxyxyx );,();,();,( 1155
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Capture first omni-directional image 

Convert to grey-scale and crop 

Un-warp to sparse panoramic view 

Apply triangulation using ‘Triangle’  

For i=1 to numNodes 

/* for each node in the sparse image*/ 

 for j=1 to numElements 

/* for each element in a local neighbourhood */ 

compute scale parameter  for element 

compute and store j  integral in look-up-table 

store element node co-ordinates  

}

}

/* for all subsequent omni-directional images */ 

Convert to grey-scale and crop 

Un-warp to sparse panoramic view 

For i=1 to numNodes 

/* for each node in the sparse image */ 

for j=1 to numElements 

/* for each element in look-up-table */ 

compute
ij

i Udxdy
x

X

compute
ij

i Udxdy
y

Y

operator response= 22 YX

}

}
In addition to the adaptive method described above, for purposes of comparison we have 

also implemented the back-projection technique described in Section 2, producing a complete 
image that may be used with standard feature detection techniques. We have applied the Sobel, 
Prewitt, and Canny edge detection operators to this full image for comparison with our results 
presented in Section 5.

5 Experimental Results 

We present processing times that consist of un-warping time and time taken to extract edges from 
the un-warped images. The space variant operator uses sparse images generated by the forward-
projection un-warping technique described in Section 2. The Canny, Sobel, and Prewitt operators 
are used on complete un-warped images obtained by the back-projection technique also described 
in Section 2.  Each algorithm has been run 100 times on a graphics workstation, consisting of a 
Pentium 4, 3.4 GHz processor and 2GB RAM, and the average processing time calculated. The 
space variant operator is comparable in processing time to both the Sobel and Prewitt operators, 
and is faster than the Canny operator.  Comparative results for processing are presented in Table 1. 
These processing times do not include file I/O or capture times. With the space variant method it is 
also possible to reduce the quantity of data that are used for detecting features. In our experiments 
we have un-warped the omni-directional image to an extra-sparse panoramic image by using both 
random and regular sampling of the original omni-directional image data. This has the effect of 
reducing the quantity of data that needs to be processed, whilst still maintaining the ability to detect 
features using our space variant technique. Average processing times incorporating random and 
regular sampling have also been included in Table 1.  
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Operator Processing Time (Seconds) 
Space Variant (70% data) 0.069309 
Space Variant (35% data) random sample 0.051391 
Space Variant (35% data) regular sample 0.056221 
Prewitt 0.068846 
Sobel 0.068541 
Canny 0.112076 

Table 1. Processing times for detecting edges 

In Figure 6 we present edge maps obtained using various feature detection techniques on the 
panoramic image shown in Figure 3. We have selected the visually best edge maps obtained with 
each feature detector at threshold T, and in the case of the Canny feature detector, threshold low 
TL, and threshold high TH. Figures 6(d), 6(e), and 6(f) illustrate that our approach yields feature 
maps containing sufficient information to recognise the objects in Figure 3. Our system captures 
images at a frequency of 25 Hz and using the space variant approach with a random sample we can 
forward un-warp and perform edge detection at a frequency of ~20 Hz, while reverse un-warping 
and using the Canny edge detection method a frequency of ~9 Hz is obtained. These results 
indicate that real-time performance approaching 20 Hz is achievable using the space variant 
approach, and also indicate that this approach would be suitable for use in a real-time robot 
localisation system as no significant delay between capture and processing is present. 

(a) Canny TL=20 TH=70 

(b) Sobel T=70 

(c) Prewitt T=20 

(d) Adaptive 70% data T=20 

(e) Adaptive random sample 35% data T=20 

(f) Adaptive regular sample 35% data T=20 

Figure 6. Sample image sections and associated edge maps 
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6 Summary and Further Work 

We have shown that through the use of appropriate data structures a family of autonomous finite 
element based image processing operators can process un-warped sparse omni-directional images 
in real-time, producing feature maps of a quality suitable for object recognition. Such an approach 
has the facility to reduce the quantity of input data further, thereby further reducing the processing 
times to become significantly faster than the traditional methods (approximately 30% reduction in 
processing time), whilst still producing edge maps suitable for object recognition. A slight 
computational time penalty is unavoidable with the initial construction of the mesh, however this is 
minimised as this mesh has to only be constructed on an initial image and not for subsequent 
images. The accuracy of the operator is also reliant on the accuracy of the underlying triangulation 
process. We have previously shown in [12] that the autonomous finite element based image 
processing operators can successfully process sparse range images. The approach of using 
autonomous finite element based image processing operators may also be used on other images 
with a non-uniform resolution such as log-polar images [15]. The next stage in our work is to 
develop a localisation system for the mobile robot using the feature maps of the robot’s 
environment obtained by the current vision system.  
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Abstract  
The artificial neural networks are now becoming popularly used for pattern recognition / classification 
problems and appropriate architecture and model have been developed for classification of patterns. In 
present paper authors have developed a Neural Network model for object recognition based on boundary 
features (Fourier descriptor) and regional features (Textural descriptors) of the objects. This neural network 
model has been further used for the classification of the two sets of images based on Fourier descriptors of 
the edge points of the images and on the basis of regional descriptors. Initially the network has been trained 
with noise free images for both the sets of images and then it is trained with noisy images. Finally the 
performance of the network architecture has been studied. The network has been successfully implemented 
on medical images of section of human brain having space occupying lesion and on few images of galaxy. 

Keyword : Classification, Fourier Descriptors, neural network, performance 

1. Introduction 
Recognition is the process that assigns a label to an object based on its descriptors. The ultimate objective of 
digital image processing is to develop methods for correct recognition and classification of individual 
objects. A pattern is an arrangement of descriptors. A pattern class is a family of patterns that share some 
properties. Pattern recognition by machine involves the techniques for assigning patterns to their respective 
classes- as it is done normally in human brain.  Machine perception of patterns [1],[2],[3],[4],[9],[10] can be 
viewed as a two fold task, (i) consisting of learning the invariant and common properties of a set of samples 
(ii) characterizing a class and deciding that a new sample is a possible member of class.  Therefore, the task 
of pattern recognition by computer can be described as a transformation from the measurement space M to 
the feature space F and finally to the decision space D [4]. The approaches of pattern recognition are divided 
into two principal areas: decision-theoretic and structural. The first category deals with patterns described 
using quantitative descriptor, such as length, area, and texture. The second category deals with patterns best 
described by qualitative descriptors. The patterns used to estimate the adjustable parameters of the descriptor 
are usually called training patterns, and a set of such patterns form each class referred to a training set. The 
process by which a training set is used to obtain decision functions is called learning or training. Learning of 
descriptor is the central theme of the recognition process. Neural Network organized as nonlinear computing 
elements (called neurons), works as a way in which neurons are interconnected and performed in the brain. A  
multilayer  Feedforword  Neural Net is able to classify the objects / patterns correctly with the help of linear 
decision functions. The Network is trained with the basic method, called generalized delta rule for learning 
by backpropagation and then used in multiclass pattern recognition problems. Neural networks 
[4],[7],[11],[12],[13],[14],[15], recognize the patterns and adapt themselves with changing environments. The 
resulting models are referred to various names, including neural networks, layered self-adaptive network 
models, parallel distributed processing etc. The McCulloch-Pitts model of a neuron gives a simplified 
mathematical definition of an artificial neural system in analogy with biological nervous system. Every 
neuron model consists of a processing element with synaptic input connections and a single output. The 
signal flow of neuron inputs, is considered to be unidirectional  
Neural Networks –  A Soft-Computing Approach : In ANN model[5],[6],[7],[8] the perceptrons, when trained 
with linearly separable training sets would converge to a solution in a finite number of iterative steps, The 
solution takes the form of coefficients of hyperplanes capable of correctly separating the classes represented 
by patterns of the training set. More recent results dealing with the development of new training algorithms 
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of multiplayer perceptrons [8] would supply an extended power of perceptron models. A single layer 
perceptron model, in principle is used to map the input data onto the required final output. It learns a linear 
decision function that correctly classifies only two linearly separable training sets. The response of this basic 
system is based on weighted sum of its inputs; that is 
                    n
       d(x)   = wixi + wN+1                  ………(1) 
                   i=1
This is a linear decision function. Having weights wi, i =1, 2,…., n, . The perceptron architecture is trained 
with linearly separable training sets by a hyperplane (in 2-D it is a straight line only). All points on the one 
side of the hyperplane will be given output +1, and others contribute the output as 1. Thus the hyperplane 
form a decision surface separating one category from other. When the regions are associated with particular 
classification having more complex shape, several hyperplanes are formed. Under this condition multilayer 
perceptron modeling offers much more powerful result than single layer architecture. It is very convenient to 
refer the intermediate layers of a multilayer structure, such as layer A, layer B as the hidden layer. It is also 
noted that, each neuron has the same form as the single-layer with the exception that the hard limiting 
activation function has been replaced by a soft-limiting “sigmoid” function. Multilayer Feedforword network 
architectures consist of several layers of perceptron computing elements. It focuses on decision functions of 
multiclass pattern recognition problems and independent of whether or not the classes are linearly separable. 
The architecture consists of layers of structurally identical computing nodes (neurons) arranged so that the 
output of every neuron in one layer feeds into the input of every neuron in the next layer. The number of 
neurons in the first layer, called layer A, is NA. The number of neurons in output layer, called layer Q, is 
denoted NQ. The number NQ equals W, the number of pattern classes that the neural network has been trained 
to recognize. The network recognizes a pattern vector x as belonging to class wi , if the ith output of the 
network is “high” while all other outputs are “low”.       

               Fig.1 Multilayer Feedforword Neural Network. 

In present paper authors have designed ANN model for the classification of the two sets of images using both 
Fourier descriptor and regional descriptors. Initially the network was trained with noise free images for both 
the sets and then with noisy images. Finally the performance of the network architecture has been studied at 
different noise levels. The network has been implemented on medical images of section of human brain 
having space occupying lesions and on few galaxy images for the purpose of classification. The novelty of 
the work is to propose an approach for determination of the nature of brain lesion either benign or malignant 
and to find finally the gradation of benignancy or malignancy. The benign lesions consist of smooth and 
circumscribed boundaries of almost round or oval shaped margins and malignant lesions consist of margins 
of multiple protrusions. Fourier descriptors can easily detect the margin of the tested lesions. Texture of the 
benign lesions  are generally smooth whereas the malignant lesions are having coarse or irregular surface. 
Regional descriptors detect the relative smoothness of the lesions. The proposed technique stated in this 
paper is capable to identify the lesions in benign/malignant category and which may show new directions in 
clinical diagnosis. In case of galaxy images the position of stars changing from one galaxy to another galaxy 
can be detected using Fourier descriptors and using regional descriptors by detecting the change in intensity 
and smoothness of the galaxy images.  

2. Overview of the work : Different Steps for Pattern Recognition 
A brief overview of the different steps in object recognition with the help of Multilayer-Feedforword Neural 
Network is given below 
(i) Image Acquisition: The required images of section of human brain having space occupying lesion using 
CT and MR modalities have  been converted in digital format. Set I galaxy images  and Set II Brain lesions  
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(ii) Feature Selection: Feature selection is the choice of descriptors in a particular application. An image can 
be described depending on two choices, (a) to describe the image in terms of its external characteristics, such 
as its boundary and edge points, (b) to describe the image in terms of its internal or regional properties such 
as texture, color. In present problem both of  the features of the pattern have been considered. 

                                                 
               
                           Digital Gray level Image        Edges of the image                                                       
                             Fig-2(a)                                 Fig-2 (b)                                                                                                         
(iii)Boundary Description: Boundary or edge points of the images can be represented by the Fourier 
descriptors. Fig-2(b) shows  k-points digital boundary in the x-y plane. The boundary starts from an arbitrary 
point (x0,y0) to the coordinate pairs (x1,y1), (x2,y2),…..(x k-1,y k-1) in  traversing the boundary.  These co-
ordinates are represented by the form x (k) = x k  and  y (k) = y k. Thus the boundary can be represented as  
s(k) = [x (k), y (k)]     for   k = 0, 1, 2,……., k 1. Each co-ordinate pair can be treated as a complex number 
so that,  s (k) = x (k) + j*y (k), for  k=0, 1, 2, ….., k  1. The x-axis is treated as real axis and y-axis as the 
imaginary one. The Discrete Fourier Transform (DFT) of  s (k) is given below 
                        K 1
a (u) = (1/K)  s (k)  e  (j2  u k /K) ………………………….(1)            
                         k=0 
for    u = 0, 1, 2, ……., K  1.The complex coefficient a (u) are called the Fourier descriptor of the edge 
Points. The inverse Fourier Transform of those coefficients are given as 
             K 1
s (k) =   a (u)  e  (j2  u k /K) …………………………………(2)                                     
            u=0 
for k = 0, 1, 2, ……., K  1. 
Let us suppose that instead of all Fourier coefficients, only the first ‘P’ coefficients are used and which is 
equivalent to set a (u) = 0 for u > (P  1). The result of the following approximation is that the high 
frequency components containing the finer details are lost. Only the overall global shape of the images is 
identified.  
In case of boundary detection we propose the Fourier descriptors as the key features. Firstly the edge points 
are found out. One – third of the maximum edge points have been searched which has given as P.   
(iv)Regional Description: Regional descriptors are the internal property of the image. An important regional 
descriptor is the texture content. There is no formal description of texture, but it measures the properties such 
as smoothness, coarseness and regularity of the images. 
(v)Statistical Approaches: One of the simplest approaches for describing texture is to use statistical moments 
of the gray level histogram of an image. Let z be a random variable denoting the gray levels which is range of 
(0, L  1) and let  p(zI),  I = 0, 1, 2, ……, L  1,  be the corresponding histogram ( where  L  number of 
distinct gray levels). 
The n-th moment of z about the mean is given as 
            L  1 
             n (z) =    (zI  m)n p(zI)………………………………..…(3) 
            I= 0 
where m is the mean value of z, 
       L  1 
m =    zI p(zI)……………………………………………………..….(4)   
       I=0 
The second moment [the variance 2 (z) = 2 (z)] is of particular importance in texture description. It is a 
measure of gray level contrast that can be used to establish relative smoothness. Another important regional 
descriptor is measured as the power of the images. The total power of the image is defined below: 
The DFT of an image f (x,y)  of size M  N is given by  
                                 (M-1) (N-1) 
 F (u, v) = (1/MN)     f (x, y)  e  j2  (u x/ M + v y/ N) ………………(5)            
                                   x=0   y=0    For v = 0, 1, 2,……, (N 1)
for u = 0, 1, 2,…….,   (M 1) , for v = 0, 1, 2,……, (N 1) 
As the analysis of complex numbers, F(u, v) can be expressed in terms of polar coordinate,                            
F(u, v) =  F(u, v)  e j  (u, v)

where    F (u, v)  = [ R2(u, v) + I2(u, v)]1/2         
and        (u, v) = tan 1 [I (u, v)/R (u, v)] 
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P(u, v)  called the power spectrum of the Image f (x, y) is defied as 
P (u, v) =  F (u, v) 2 = R2 (u, v) + I2 (u, v)………....…………………(6) 
Thus the total power PT is defined as  
       (M-1) (N-1)     
PT   =        P(u, v)……………………………………………………(7) 
          u=0 v=0  
To describe an image in terms of its regional characteristics, the mean and standard deviation  have been 
selected as textural feature and total power has been selected as another regional feature.   
(vi)Design of Neural Network for the classification of the test images : The experiment was performed with 
two sets test images as shown below. Each set is comprising of three classes and each class having 15 
images. To train the network twenty images from each set were used. 

SET-I  Images : (Galaxy Images)

                                                                                                                     
Fig-A class A                         Fig-B class B                                               Fig-C class C 
Mean 86.5718                      Mean 50.67                                                    Mean value =86.4 
Std. dev.=76.72                   Std. dev.=57.72                                              Std dev. = 52.87      
Scaled Power                       Scaled Power                                                Scaled  Power 
=224.46                              = 98.97                                                         = 83.00    
edge points=172                 Edge points=187                                               Edge points=171 

SET-II  Images : (Segmented human Brain Lesions) 

                                                                          

Fig-X class-X                             Fig-Y class-Y                                            Fig-Z  class-Z 
Mean value=112.39                 Mean value 150.6                                       Mean value 120.5 
Std dev.=117.6                          Std. dev 125.24                                          Std dev 90.8 
Scaled Power 445.9                   Sc. Power  647.1                                        Sc. Power     382.4 
Edge points. 239                         Edge points 163                                        Edge Points 161 
                                                                      

Fig.(3) Test Images 

A decision has been made on the basis of Fourier descriptor of the edge points, the proposed architecture of 
the Neural Network are :
60 : 30 : 3          for    SET-I    and      80 : 40 : 3          for     SET-II                  
Number of neurons in the input layer = number of input pattern vectors = 60 & 80for two sets respectively. 
Number of units in the  single hidden layer = 30 & 40 for two sets respectively; number of neurons in the 
output layer = number of pattern classes = 3 & 3 for two sets respectively. The network architecture has been 
chosen for achieving the optimum result i.e. optimum number of training cycles and optimum network 
complexity. Similarly to make a decision on the basis of regional descriptors of the images, the proposed 
architecture of the Neural Network                                     
3 : 30 : 3              for SET-I                 and        3 : 20 : 3              for SET-II  
Sigmoidal transfer function of the neurons throughout the experiment is given below   
f (net) = {2/(1+e (2  net))} 1, where ‘net’ is the network function and learning rate of the Network = 0.01 

3. Object Recognition Based on Neural Network Model 
The Neural Network ( 60 : 30 : 3  Architecture ) has been trained with Fig-A, Fig-B, Fig-C in SET-I and  
then Fig-A is correctly classified by the Network.. 
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Fig-4: Training of the Network for the images of SET-I on the basis of Fourier Descriptor of the Edge points  

                                        

Fig. 5 MATLAB Simulation  Result  with  Fig-A of SET-I. 

The Neural Network ( 3 : 30 : 3  Architecture ) is trained with Fig-A, Fig-B, Fig-C in SET-I and then Fig-A 
is correctly classified by the Network. 
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Fig-6 : Training of the Network for the images of SET-I (on the basis of regional descriptions of the Images) 
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Fig 7 : MATLAB Simulation Result with Fig A of SET-II. 

Thus depending on both Fourier descriptor of the edges and regional descriptors of the Images of SET-I, Fig-
A is correctly classified, similarly Fig-B & Fig-C are also.

4.  Study for Network Intelligence 
Noise-Free  Case : Initially the network was trained with noise free images for both SET-I & SET-II. Let’s 
consider Gaussian Noise with zero mean and variance of 0.01, 0.02, 0.03 and 0.04 are added with Fig-A of 
SET-I and Fig-Y of SET-II. It has been observed that correct classification is possible up to the noise level of 
variance 0.03 for both sets of images,  and then misclassification was observed.  
Table I  shows the deviation of output neuron corresponds to class-A (belongs to SET-I) & class-Y (belongs 
to SET-II), increases from the Target value (here 0.9 for each output neuron), with increase of test noise 
level. 
                                                          Table I
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Fig-8 : Performance of the Neural Network as a function of test noise level. 

Noisy  Case: Network is now trained with the noisy images (Gaussian Noise with zero mean and variance of 
0.02 is added to both sets of images).
In this case Table II, shows that the deviation of the output neuron corresponds to class-A of SET-I & class-
Y’ of SET-II increase much slowly with the increase of test noise level in compare to the Noise-Free Case.                                 

Test Noise 
Level    0 .01

   . 
.02 .03

   
.04 

Deviation 
from Target 
(class –A) 

.0381 .0888 .1197 .152 .2107 

Deviation 
from Target 

(class-Y) 

 .0154 .0215 .0897 .1605 .4462 
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Table II 
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Fig-9 : Performance of the Neural Network as a function of test noise level. 

5 Performance Analysis of Network Architecture 

Fig.10 shows the learning profiles for the training of single hidden layer network. The number of training 
cycles required to achieve the performance goal largely vary with respect to the number of hidden layer units. 
Hidden layer sizes covering the range from 10 to 50 neurons in both the cases of  SET-I  &  SET-II images 
have been tested to find Optimum Architecture for these specific problems. The network with less than 10 
hidden neurons is not capable to learn all patterns, as a result, comparably large number of training cycles are 
required. On the other hand, hidden layer with more than 50 neurons have showed difficulty for learning, 
because the weight space has been too complicated. 
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Fig-10 :  Learning Profiles for the Training of SET-I & SET-II images with Single Hidden Layer Network. 
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Fig.11 shows the learning profiles for the training with four, three, two and single hidden layer network 
respectively for both SET-I & SET-II images. As expected, the number of training cycles required to achieve 
the performance goal, increases with increase of hidden layer numbers.  Since a three-layer network 
architecture is capable for generating any arbitrary complex decision surfaces, this architecture is able to 
classify the unknown input patterns correctly. But it also be noted that network with two hidden layers shows 
minimum deviated output from the corresponding Target value.   
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Fig-11 :  Learning Profiles for the Training of SET-I & SET-II images with 
4, 3, 2, 1  Hidden Layer Network. 

Neural Network systems with modifiable weights have reached in the market recently. Furthermore, it seems 
certain that the proliferation of application-specific VLSI Neural Networks is of crucial importance for long-
term success in technology. In long-term, it must be expected that Artificial Neural Systems will be used in 
applications involving speech detection, neuro-computing, decision-making, optimization of a function, 
quality control systems and Robot Kinematics.    
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Abstract

This paper details a novel procedure for accurately classifying lower facial expres-
sions. A shape model is developed based on an anatomical analysis of facial expression
called theFacial Action Coding System(FACS). This model analyzes the movement in
shape due to the formation of a specific expression. We applyKernel Principal Compo-
nent Analysis(KPCA) to the shapes in the training set and classify new unseen expressions
by usingSupport Vector Machines(SVMs). We further analyse our model by attaching a
probability measure to the outputs.

Keywords: Facial expression classification,Kernel Principal Component Analysis(KPCA),
Support Vector Machines(SVMs).

1 Introduction

Of all the human senses, vision is the most informative with the majority of activity in our
brain being concerned with visual processing. One of the most interesting and difficult visual
processing tasks is facial image analysis. Of major importance here is the classification of
facial expressions.

This paper details a technique that enables a computer to classify specific changes to the
shape of a mouth. The approach taken employs psychological tools, computer vision tech-
niques, and machine learning algorithms. We construct a training set such that every image
in the training set depicts desired expressions. These expressions are anatomically analysed
using a system for measuring expression called theFacial Action Coding System(FACS)
[Ekman et al., 1978]. The expression we classify in this paper are all lower facial expressions
and therefore only the shape of the mouth is analysed. A model is developed based on the
shape of each mouth in the training set using KPCA.
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We use the outputs of the shape model to train an SVM to classify an observed expression.
SVMs are a new generation of learning system based on recent advances in statistical learn-
ing theory [Campbell, 2002, ScholKopf and Smola, 2002, Rogers et al., 2004, Rogers, 2004].
SVMs deliver state-of-the-art performance in real-world applications such as text categorisa-
tion, hand-written character recognition, image classification and bioinformatics [Guyon, 2006].
SVMs are based on a combination of techniques. A principal idea behind SVMs is thekernel
trick, where data is transformed into a high-dimensional space making linear discriminant func-
tions practical. SVMs also use the idea oflarge margin classifiers. This ensures the hyperplane
is positioned in an optimal location seperating the two classes.

Considerable literature on facial expression classification exists. Techniques range from
template based methods [Lyons et al., 1999], to neural network based methods [Er et al., 2002],
or a combination of the two [Pantic and Rothkrantz, 2000, Ghent and McDonald, 2005b]. How-
ever, perhaps the most substantial work in this area has been done by Bartlettet al. Bartlett
proposes a technique which combines Gabor wavelets and SVMs to classifyAction Units(AUs)
with 93.3% accuracy [Bartlett et al., 2004, Bartlett et al., 2003]. Again in [Littlewort et al., 2004],
Littlewort and Bartlett propose a similar technique which classifies AUs with 97% accuracy.
In [Littlewort-Ford et al., 2001], Bartlett used SVMs again to successfully distinguish between
genuine and fake smiles.

More relevantly, Bartlett employed linear SVMs with PCA to classify facial actions with
75% accuracy [Littlewort et al., 2006] and concluded that there existed an incompatibility be-
tween PCA and SVMs for facial expression classification [Bartlett et al., 2005]. This approach
performed PCA on Gabor wavelets of images from the training set prior to applying the SVM.
We hypothesised that the non-linear nature of facial expression prohibited higher classification
accuracy in [Bartlett et al., 2005] using this method. With this in mind we propose a technique
that uses KPCA in conjunction with SVMs to classify facial expressions.

The rest of this paper is structured as follows: Section 2 documents our approach, section
3 details experiments and results, and we conclude with some final remarks. This paper extends
our previous work detailed in [Ghent and McDonald, 2005b, Ghent and McDonald, 2005a] and
[Ghent, 2005].

2 Proposed Methodology

Measuring facial expressions is a non-trivial task as everyone’s face is unique. Several meth-
ods have been proposed, however, the technique we use must measure expression consistently
independent of identity. In this paper we use theFacial Action Coding System(FACS), which
measures expression by the movement of muscles in the face. This system is based on an
anatomical analysis of facial expressions. A movement of a muscle or in some cases a group
of muscles is known as anAction Unit (AU). All expressions can be described using the AUs
defined by the FACS. The FACS allows us to subdivide our training data into subsets where the
variation in each subset is precisely characterised. This provides the basis for accurate classifi-
cation of expression independent of subject. We use FACS coded images to build a statistical
model of shape based on point distribution.

2.1 KPCA

We label every image in the training set with a set of landmark points. These points are lo-
cated around key areas such as the eyes, nose, mouth and eyebrows. The mean shape of the
face is calculated and every image is aligned to the mean shape usingGeneralised Procrustes
Alignment(GPA)[Gower, 1975]. This technique aligns two shapes with respect to translation,
rotation and scale by minimising the weighted sum of the squared distances between the cor-
responding landmark points. The aligned landmark points are analysed usingKernel Principal
Component Analysis(KPCA). This technique is similar to standard PCA except the data is pro-
jected into a higher dimensional feature space prior to performing eigenvector decomposition.
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We project the data into feature space through the use of thekernel trick. Thiskernel trick
permits the computation of dot products in high dimensionalfeature spaces, using functions
defined on pairs of input patterns.

More specifically, mapping from one space to a higher dimensional space involves a map-
ping fromxi → φ(xi), however, with an appropriate choice of kernel there exists a mappingφ
such that

(φ(xi) · φ(xj)) = K(xi,xj). (1)

This means that the inner products of the feature space can be calculated without computing
φ(x) directly. This allows us to work in an extremely high dimensional feature space. The
choice of kernel is still a matter of debate, however, in this paper we use aGaussiankernel.
The Gaussian kernel is defined as

K(xi,xj) = e−(xi−xj)
T (xi−xj)/2σ2

. (2)

The difference between KPCA and PCA is illustrated in Figure 1. It can be seen from this
figure that the first principal component clusters the data using KPCA while standard PCA
illustrates the most significant mode of variation.

Figure 1:An comparison using sample data between KCPA and PCA. KPCA is shown to the
left of this figure and PCA is shown on the right.

2.2 Support Vector Machines

The SVM algorithm can be separated into two distinct procedures, thekernel method, which we
have already discussed, and thebase algorithm. Suppose we have a dataset(x1, y1), ..., (xm, ym) ∈
X × {±1} whereX is some space from which thexi have been sampled. We can construct a
dual Lagrangian of the form

W (α) =
m∑

i=1

αi −
1
2

m∑
i,j=1

αiαjyiyj(xi · xj) (3)

which are subject to the constraints

αi ≥ 0 ∀i and
m∑

i=1

αiyi = 0. (4)

Further details of the construction of this equation can be found in [Ghent, 2005]. The solution
to Equation 3 is a set ofα values which are used in the decision function

f(z) = sign

(
m∑

i=1

yiαi(xi · z) + b

)
(5)
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herez is an input andb is the bias. The resultingαi values that are non-zero correspond to
the support vectors. Ifαi = 0 then these points make no contribution to the decision function.
The value of eachαi also carries information about the importance of particular datapoints
in the training set. This insight can be utilised to deal with outliers and erroneous datapoints
[Campbell, 2002]. Imposing a box constraint on theα’s can limit the effect of outlying input
data. The box constraint is given by

C ≥ αi ≥ 0 (6)

whereC is known as the soft margin parameter. The value ofC is set using a standard optimi-
sation approach, details can be found in [Ghent, 2005].

2.3 Measure of Confidence

It is possible to extract probabilities from SVM outputs which can be used as a post processing
tool for classification problems. An SVM has a confidence measure which is inherent in the
technique. The further a test point is from the separating hyperplane the greater the degree
of confidence should be in the classification of that point. This distance can be mapped to a
probability using a technique devised by Platt [Platt, 1999]. We use a parametric model to fit
the posterior probabilityP (y = 1|f) directly. The parametric function is

P (y = 1|f) =
1

1 + exp(Af + B)
. (7)

A andB can be found from the training set by minimising the negative log likelihood function

min

[
−
∑

i

tilog(pi) + (1− ti)log(1− pi)

]
(8)

wherepi is (7) evaluated atfi (the real value output of inputi). This is minimised using
a Levenberg-Marquardt algorithm. Once the sigmoid is found using the training set we can
calculate the probability an unseen shape has of belonging to the class in question.

3 Experiments and Results

In this paper we classify AU’s associated with the mouth. We classify four expressions;
AU20+AU25, AU12, AU10+20+25 and AU25+AU27. The effect each of these AUs have
on the mouth is illustrated in Table 1.

Table 1: This table illustrates the effect of portraying four different expressions. The AUs
portrayed, from left to right are; AU20+25, AU25+27, AU10+20+25, and AU12,

We calculate our shape space by performing KPCA on the training data, as outlined in
Section 2.1. The training data consists of just one subject performing the four desired AUs we
wish to classify. We project new unseen data to be classified into the shape space and use these
outputs as inputs to the SVM classifier. As there exists four expressions to be separated, the
one-against all approach yields four separate SVM classifiers. This approach requires, at most,
four evaluations to acquire a result. The results from the one-against-all approach are detailed
in Table 2.

In Table 2NTs is the number of test shapes,C is the soft margin variable,σ is the kernel
parameter, andTs is the percentage of correctly classified test data.
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AU NTs C σ Ts

A-v-all 116 0.2 0.1 82.756
B-v-all 116 0.9 0.5 91.3794
C-v-all 147 0.1 0.2 93.8776
D-v-all 147 0.1 0.2 93.1972

Average 90.01

Table 2: This table details the results from a one-against-all approach to classifying four
multiple AU expressions. In the table above A = AU20+AU25, B = AU25+AU27, C =
AU10+AU20+AU25 and D = AU12.

It can be seen from Table 2 that a one-against-all SVM classifies four primary facial ex-
pression with an average accuracy of 90.01%. This is an encouraging result for three main
reasons. Firstly, there exists a large amount of variance in the training set which would com-
plicate the separation task. Secondly, the test data is completely unseen from the expression
space i.e the test data was not used in calculating the expression space. This means that there
exists enough variance in the expression space to accurately describe unseen shapes of indi-
viduals. And thirdly, there is significant overlap between the expressions we wish to classify,
for example, it can be seen from Table 1 that two of the expression are extremely similar, this
makes the separation task significantly more difficult.

Unfortunately, there exists no human classification baseline data of these AU’s to compare
our systems performance with. However, Bartlett has shown that naive human subjects classify
single AU’s with an accuracy of 77.9% while expert FACS coders classify AU’s with an accu-
racy of 94.1% [Bartlett et al., 2003]. Naive subjects were provided with a guide sheet of the
AU’s which depicted examples of each AU and were also provided with written descriptions
of each AU. Furthermore, alternative techniques for classifying multiple AUs achieve results
of 83.34% [Abboud et al., 2004] and 86.0% [Michel and Kaliouby, 2003].

We extend our approach by incorporating a confidence measure associated with each new
unseen shape. This information can be used to provide a measure of how confident we are
that an unseen input belongs to a particular class. For example, in Figure 2 we input shapes
into a probability function designed to recognise AU20+AU25. Each subject’s expressions
range from neutral to AU20+AU25. At neutral, represented by1 on thex-axis, there is a
low probability of the shape belonging to class AU20+AU25, however, once the expression
is formed the likelihood of that shape belonging to class AU20+AU25 increases significantly.
This probability measure makes no inference as to the intensity of the expression in question.

Figure 2:The probability of a sequence of shapes belonging to one class
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This property of our approach is emphasized in Figure 3, here, 18 shapes are passed into
four probability functions, each designed to measure the likelihood of an input belonging to a
particular class. The input to this experiment was 18 shapes ranging from low intensity AU12
to high intensity AU12. As the diagram shows, the probability of the inputs belonging to class
AU12 is greater than the probability of the same inputs belonging to any other class. It should
also be noted that there is no significant difference between the likelihood of a low intensity
example of AU12 and the likelihood of a high intensity example of AU12. The reason for this
is that a high intensity expression is not necessarily at a greater distance from the separating
hyperplane in an SVM.

Figure 3: The probability 18 inputs ranging from low intensity AU12 to high intensity AU12
belonging to a specific class.

As can be seen from Figure 4, the confidence measure can also be used to aid in the classi-
fication process. This figure shows the probability of an input belonging to class AU20+AU25.
The input data in this experiment is a sequence of extreme examples of AU20+AU25 as shown
by several subjects. It should also be noted some of the inputs are classified as belonging to
class AU12. This attribute again suggests that the most extreme expression is not necessarily
going to return the highest probability of an input belonging to a particular class.

4 Conclusion

The accurate classification of facial expressions is a growing problem within several domains.
The solution described in this paper takes a multidisciplinary approach drawing together psy-
chological tools, statistical models and machine learning techniques. We first built a shape
model that was based on an anatomical analysis of facial expression (FACS). The FACS pro-
vided us with a universal method of analyzing facial expression and allowed for the classifica-
tion of facial expressions independent of subject (age, sex, skin, colour, etc.).

The shape model was calculated by using KPCA to lower the dimensionality of the prob-
lem. A one-against-all SVM was used to classify four expressions (AU20+AU25, AU25+AU27,
AU10+AU20+AU25 and AU12). A one-against-all SVM classified multiple AU’s with an av-
erage of 90% accuracy. A Gaussian kernel was used in each SVM and the value of the Gaussian
(σ) and the soft margin parameter (C) were calculated using cross validation. Finally the data
was further analysed by extracting probabilities from the outputs of the SVM’s and establishing
a confidence measure.
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Figure 4:The probability of 10 inputs belonging to a specific class. The inputs in this experi-
ment all represent shapes portraying extreme examples of AU20+AU25.
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Abstract 

Audio-Visual Speech Recognition improves speech recognition by taking advantage of the fact that 
‘Human speech production and perception are bimodal’ thus integrating visual feature cues into the 
recognition. A novel algorithm for the robust and reliable automatic extraction of visual feature 
points for audio-visual speech recognition is described. The accuracy of the automatic feature 
extraction algorithm is evaluated by comparing its results with manual feature extraction findings. 
The performance of various modules of feature extraction process has also been evaluated. The 
results presented demonstrate a highly accurate automated feature extraction algorithm with an 
average error of about 1-2 pixels for the most important visual features such as mouth width and 
height.  

Keywords: Lipreading, viseme extraction, visual feature validation

1 Introduction

The ideal relation between the audio and visual sensory information in human speech recognition 
can be demonstrated with audio-visual illusions such as the McGurk effect [1], where the listener 
perceives something else than what is said acoustically due to the influence of a conflicting visual 
cues. These observations provide a motivation for attempting to integrate vision with speech in a 
computer speech recognition system. The main objective is to combine the visual and acoustic 
speech information so that recognition performance follows the human characteristic that bimodal 
speech recognition system’s efficiency is always higher than that from either audio or visual 
modality alone. 

Petajan [2] is often credited for building the first audio-visual speech recognition system. 
Using a single talker and custom hardware to quantify mouth opening together with linear and 
dynamic time warping, he showed that an audio-visual system was better than either alone. Since 
then, numerous researchers have demonstrated the use of visual speech cues of the speakers face, 
primarily the lip movements, for automatic speech recognition. However, robust and accurate 
visual feature extraction is a difficult object recognition problem, due to high variation in pose, 
lighting and facial makeup. Most of the existing approaches use constraints such as the subjects lips 
marked with colour or a reflective marker, the lip movements recorded with a head mounted 
camera, hand segmentation of the lip region or use of very controlled lighting conditions and 
limited subjects. 

Most of such lip reading systems involve segmenting the mouth area from an image 
sequence of a person articulating a word, extract relevant features, and use them to be able to 
classify the word from those visual features vectors. A solution is presented which is capable of 
locating, extracting and tracking visual features reliably from a variety of subjects without the use 
of artificial aids to enable its operation in real world application. This solution reliably locates and 
tracks selected visual features in a sequence of images for an uttered alphabet. 
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In this paper, the results of automated feature extraction algorithm are validated against the 
manually extracted features by the user. The performance of different modules of the visual feature 
extractor is also evaluated.  

2 Previous Work 

Since the study by McGurk and MacDonald [1], there have been many systems that combine audio 
and visual information for automatic speech recognition. The most crucial elements of such audio-
visual speech recognition system are accurate audio and visual feature extraction and fusion of 
audio with visual features. Over the last two decades many techniques have been proposed in the 
visual feature extraction area. These techniques can be mainly categorized into two groups, namely, 
image based (pixel based) [3,4] and model based (lip contour based) [5,6]. In the image based 
method the mouth area pixels are used as input of the recognition engine (e.g. HMM or ANN). The 
system is trained with typical pixel patterns associated with particular lip movements. The problem 
with such image-based system is that the input vector needs high dimensional space and it contains 
high redundant data. This is resolved by employing a principal component analysis (PCA) or linear 
discriminant analysis (LDA), which reduces the dimensionality of the input vector and defines the 
main directions of variation. In the model-based methods, a model of the visible speech articulators 
(e.g. lip contour) is built which is described by set of parameters. A brief review of existing lip 
segmentation techniques is given here.  

One of the most common methods for lip feature extraction is the use of the grey-scale 
domain and edge detection [8,9]. Other technique [10] by Lewis and Powers uses colour spectrum 
and focuses on the green and blue colour. The rational is that as the face and lips are predominantly 
red, such that any contrast that may develop would be found in the green or blue colour range, 
excluding red. The researchers extracted mouth region using the following formula. 

                                                Log ( G / B ) <=                                                                            (1) 

Using the log scale further enhances the contrast between distinctive areas. Here, the threshold  is 
manually calculated and varied to identify mouth area and lip features [10]. 

Coianiz et al [12] have used the hue, saturation and intensity colour space to extract lip pixels. The 
reason HSI space is preferred is that it disentangles illumination from colour, such that variations in 
lighting should not cause great variation in hue. The possibility of a pixel being part of lip pixels is 
based on a redefined hue value, h0 that defines lip hue [10]. 

                     f(h)  = 1 – (h- h0)2 / w2  , | h- h0 | <= w, 
                           = 0                           , otherwise.                                                                            (2) 

Another feature extraction technique proposed by Yang and Waibel [11], uses red and green 
components for lip segmentation, 

                                      L < R/G < U                                                                                              (3) 

Where R and G are red and green components of pixel colour respectively and L and U are lower 
and upper boundaries that define which values are considered as lip pixels values. Though the 
above techniques are tested on various speakers and it works quite well finding most lip pixels with 
some noises, there are few difficulties associated with the above techniques such as i) it doesn’t 
detect lips when the person is wearing a lipstick ii) it is hard to locate lips of a person with brown 
screen or wearing reddish make up iii) it is hard to locate outer boundary of lower lip due to 
shadows and a gradual colour change at outer boundary. 

3 Visual Feature Extraction Process 
Speech is composed of individual speech sounds known as phonemes, and when spoken, some of 
the phonemes show specific facial movements including the lips, tongue, jaw and the visibility of 
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teeth. For most people a particular facial expression is created every time these visually distinctive 
phonemes are uttered. Such visual features need to be used to represent the phonemes uttered. The 
most of the information related to facial movement is conveyed in a lip movement. Such a lip 
movement could be described by variations in visual features such as height, width, area and 
contour. Thus, any particular phoneme enunciated could be described by variations in such visual 
features. For training purposes, some visual features such as lips width, height, perimeter, and area 
need to be manually extracted from face image sequences by user. Other features such as tongue, 
teeth visibility, mouth opening degree and time taken to utter an alphabet are also significant. 
These visual features are selected to collectively represent the mouth shape, lip movement and 
other important related information for the alphabets uttered. 

The main difficulty in integrating lip movements cues into an automated speech 
recognition system is to find a robust and accurate method for extracting important visual features. 
The technique should be able to locate and tract lips in faces of various speakers and should be 
robust to variance in lighting, face rotation and scale. Most of the visual speech recognition 
solutions choose to approximate the lips contours using splines, or active contours, and perform 
tracking frame by frame of the lips movements. The drawback of the solution is high computational 
cost, and it usually needs pre-defined starting control points. A new approach is presented in this 
paper that uses a different and much smaller set of features for the lips that are easier to extract, and 
more stable. The following section describes manual feature extraction process followed by 
automated visual feature extraction algorithms. 

3.1 Manual Feature Extraction 

The visual features discussed so far are static parameters, that is, they illustrate the situation at a 
particular point in time but not the dynamic patterns that cause the change from one situation to the 
next. For lip movement modeling, it is crucial that features are extracted not just for a particular 
time during a speech but through out the duration of phoneme utterance. It is observed that 
obtaining visual features such as width, height or area at a particular time is not sufficient rather, 
the variations in feature values over time need to be extracted that can illustrate the lip movement 
during the speech generation. Such variations occur due to different vocal tract configurations 
based on different articulator positions and speaker characteristics. 

For lip reading, the shape variation is of most interest in the analysis of phoneme-viseme 
relationships, because it enables studying similarities and differences between phonemes. Here, 
feature vectors are created from the extracted lip features to analyse lip movement for the alphabet 
spoken. Depending on average values of a particular feature, different thresholds are obtained for 
the related feature. Symbols N, W and M are used to describe narrow, wide and medium values of 
any feature respectively. 

v < lt => N  
v > ut => W  
lt < v < ut => M 

 Here, v denotes feature value such as lip area, lt denotes lower threshold and ut denotes upper 
threshold. The increase, decrease or no change in feature value from previous frame is denoted by 
signs ‘+’, ‘-’ or ‘=’ respectively.      

      
3.2 Automated Feature Extraction 

Automatic visual feature extraction involves extracting lip contour points, tongue visibility and 
teeth visibility. The lip contour points are used to find lip gap width and lip gap height for a 
speaker. The main steps employed to precisely extract these visual features are eyes detection, 
nostrils detection and accurately mouth area estimation. A flow chart for feature extraction process 
is given in figure 1.
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Figure 1 Feature extraction flow chart 

Initially, the skin colour is obtained from a face image. The change in RGB values at row 
containing eyebrow is always over a certain threshold. After obtaining eyebrow location, sclera 
(The tough white fibrous outer envelope of tissue covering the entire eyeball except the cornea) 
pixels are counted and compared against sclera threshold, which is dependent on the face image 
size. This is carried out to precisely locate eyes. The approximate bounding box for the nose lays 
few rows below eyes. Nostrils are located by finding small dark region (shadows at nose opening). 
Mouth area is roughly located using eyes, nostrils location and knowledge about human face 
structure. After locating the mouth area, lips are segmented and a contour is extracted. Some of the 
existing methods for lip segmentation and associated difficulties are briefly described in the 
previous work section. To overcome those difficulties in lips segmentation, a novel algorithm to 
augment finding of lip pixels is presented. The change in red, green, blue colour components or 
their ratios is asymmetrical, however, it is observed that the change in hue value from skin to lips 
remains moderately constant regardless of person’s skin colour. Thus, hue colour component is 
used to detect lip region [7]. 

     Hue <  (without lipstick)                              (4) 

    Red Change + Green Change + Blue Change >   (with lipstick)                                       (5) 

    Red / Green >  (with high illumination)                                                   (6) 

Here  is a hue threshold such that any pixel having hue value less than , falls in lip 
pixels category. This hue threshold  is calculated using hue value of the subject’s skin. Sometimes 
the hue value for skin and lip is very low, especially in people with brown or black skin. It is also 
important to find the major change in hue values, which gives outer lip boundaries. This method of 
lip segmentation works well for most of the cases, except for subjects with lipstick colour 
dissimilar to lip colour or highly illuminated image frames. In such cases, the alternative methods 
given by equation (5) and (6) needs to be employed for lip segmentation. The threshold  is a 
colour change threshold to detect major colour change in mouth region of interest, which gives 
upper and lower lip boundaries and a lipstick colour. Here  is varied dynamically to allow 
variations in skin/lip colour for various people.  The technique given by equation (6) is employed 
when lip pixels segmented using equation (4) or (5) are below or above certain thresholds. This 
indicates lips detection error. In such a case the outer lip colour is found using equation (6) and the 
whole mouth area is rescanned to find lip candidate pixels. Subsequently, lip features such as lip 
height, width, area, and perimeter are obtained by finding lip contour and lip corners. Other visual 
features such as teeth visibility and tongue visibility are extracted by thresholding method. Some 
results of lip segmentation are given in the figure 2. 

a. b. c. 
 Figure 2 Results of lip segmentation (a. Subject A, b. Subject B, c. Subject E) 

4 Visual Feature Validation 

Initially, visual features extraction and recognition are carried out on alphabets instead of 
phonemes for simplicity. The algorithm described above for feature extraction was tested on 5 
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speakers [3 males, 2 females] of different race. Each subject was video recorded uttering alphabets 
‘A’ to ‘Z’ and in reverse order ‘Z’ to ‘A’. The videos were recorded using a digital camera without 
using any markers or makeup under normal lighting conditions. A software ‘BimodalSR’ was 
developed for automatic visual feature extraction, error detection, feature validation and viseme 
classification. The difference between the feature locations found using above described algorithms 
and those found manually by human observer was used as the error criterion.

The comparison shows that the manual and automatic feature extractions yield similar 
results. They only differ at about 1-2mm for the mouth width and mouth height. This is a very 
accurate result given that a lip-tracking algorithm with no additional markers or made-up lips is 
used. Other features such as area and perimeter are found to be less accurate with average 
difference of around 10-12 pixels. Such inaccuracy is due to inability of finding the fine contour 
detail in some cases. It is also observed that in some of the cases, lip contour identification by 
human observer was error prone due to the gradual colour change near corners and shadows near 
bottom lip. Looking at each feature point separately reveals that the detection of upper boundary of 
upper lip is very accurate. The bottom edge of lower lip was detected with average inaccuracy of 1 
pixel. However, the difference in the horizontal positions (lip corners) was 2-3 pixels on average 
because the inner lip contour could not be clearly distinguished from the lip flesh near the lip 
corners. The error occurred in automated feature detection and extraction is further reduced when 
vectors are obtained from feature values. Since the vectors are obtained using independent 
thresholds and more emphasis is given to the direction of change in vector, very highly accurate 
visual feature vector extraction and viseme classification is achieved. 

Overall, the visual assessment of the extracted feature locations shows a high degree of 
accuracy. The algorithm fails only in a few frames, which are well detected by the confidence 
measure system. To validate the results acquired, the software compares the automatically 
extracted feature positions with the results from a manually extracted feature position values. 
Although the manual selection of features potentially introduces a new source of error, the human 
observer, it gives a clear clue on the efficiency of the automatic feature extraction algorithm. It is 
also used for system training and viseme classification. Furthermore, using the results, the mouth 
shapes such as fully open, rounded, closed, partially open were easily identified.  

The performance of the visual feature extraction technique depends very much on accurate 
detection of mouth area, which is dependent on detection of eyes and nostrils. The eye detection 
technique imposes limitation on how much a face can be inclined. It allows around 40-50 degrees 
of inclination angle. 

5 Performance Evaluation 

The software ‘BimodalSR’ for automated visual feature extraction from an image sequence was 
tested on a system (Intel Pentium 4 CPU 2.80GHz, 512MB RAM, windows XP). The average time 
taken by different modules are given in table 1. 

Module Execution Time (ms) 
Eye Detection 45-50ms 

Mouth Detection (incl. 
Nostril Detection) 

8-10ms 

Lip Detection 18-20ms 
Feature Extractor 3-5ms 

Table 1 Execution time taken by various modules. 

The percentage execution time breakdown for various modules is shown in figure 3. The chart 
shown below indicates that more than 50% of total execution time is taken by the eye detection 
module. Since eye detection is only carried out for the first image or in a case of tracking failure, 
very high overall speed for feature extraction is achieved. 
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Figure 3 Execution time breakdown of feature extraction process modules 

6 Conclusion

A robust approach for facial speech feature extraction has been described which uses a combination 
of algorithms and iterative thresholding method for lip segmentation and lip movement tracking for 
different subjects. High performance for locating and tracking visual features was achieved without 
the need of highlighting the lips with a lipstick or a reflective marker. The results of the feature 
extraction system were quite encouraging with only 1-2 pixels error in the lip corner detection 
whereas the detection of upper and lower lips boundaries was highly accurate. Other features such 
as area and perimeter are found to be less accurate with average difference of around 10-12 pixels.  
However, the feature detection error occurred is further reduced when vectors are obtained from 
feature values. This is achieved by emphasising more on the direction of the change in vector and 
using independent thresholds for diverse real-time situations. 

Furthermore, these results strongly indicate the importance of using various approaches in 
diverse real-time situations for visual speech recognition. However, further investigation is 
required to test these algorithms on a larger database and for continuous speech recognition. The 
system, due to its adaptive nature, is extremely effective in identifying the lips even under very 
difficult conditions. The system takes advantage of iterative threholding to greatly improve the lip 
pixels segmentation and reuse of thresholds obtained initially to improve the speed.  
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Abstract

We present a technique to convert a digital hologram of a three-dimensional object into a surface
profile of the object. A depth-from-defocus technique is used to generate a depth map for a particular
reconstructed perspective of the scene. The Fresnel transform is used to effect defocus. This depth
map is then used to create an extended focused image of the object. Through the combination of the
extended focused image and the depth map we are able to reconstruct a pseudo three-dimensional
representation of the object. Our method produces depth maps of a significantly higher resolution
than current autofocus methods. The technique could be used in registration and three-dimensional
object recognition applications.

Keywords: digital holography, scene reconstruction, 3D shape measurement,
three-dimensional image processing

1 Introduction

Holography [1] is an established technique for recording and reconstructing real-world three-dimensional
(3D) objects. Digital holography [2, 3, 4, 5, 6, 7, 8, 9] and digital holographic image processing [9, 10,
11, 12, 13] have recently become feasible due to advances in megapixel CCD sensors with high spatial
resolution and high dynamic range. A technique known as phase shift interferometry (PSI) [6, 8] is used
to create our in-line digital holograms [9, 10]. The resulting digital holograms are in an appropriate
form for data transmission and digital image processing.

Digital holography is one of several possible optical techniques for recovery of shape informa-
tion [14]. Digital holographic microscopy [15, 16, 17] and interferometric [3] methods use a phase
unwrapping approach to obtain the profile of an object. Many existing 3D imaging techniques are based
on the explicit combination of several two-dimensional perspectives through digital image processing.
Multiple perspectives of a 3D object can be combined optically, in parallel, and stored together as a
single complex-valued digital hologram. We apply a technique known as depth-from-defocus (DFD) to
create depth maps of the objects encoded in our digital holograms.

Several approaches for focusing digital holograms have been reported in the literature [18, 19, 20].
Two of these approaches attempt to focus the numerically reconstructed complex wave field [18, 19].
Liebling [18] used Fresnelets on holograms captured using digital holographic microscopy [21], to
discover the focal plane for an micrometric object, but no shape measurement is attempted. Gillespie
and King [19] proposed the use of the self-entropy of a hologram’s quantised phase to calculate the
sharpness of a numerically reconstructed complex wave field. Another approach is to try to reconstruct
the 3D scene using a focus metric calculated on reconstructions of the hologram at different depths. Ma
et al. [20] used variance to calculate a depth map from a digitised analog hologram. In this paper we
extend on our previous work [22] by using non-overlapping blocks to create an extended focused image
and a pseudo 3D representation of the hologram.
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Figure 1: Experimental setup for PSI: BE, beam expander; BS, beam splitter; RP, retardation plate; M,
mirror.

In Sect. 2, we describe how 3D objects are captured using phase-shift digital holography. We then
describe the experiments involved in extracting a depth map from a digital hologram in Sect. 3. Section 4
details how to reconstruct a pseudo 3D representation of an object encoded in a digital hologram and,
finally, conclusions are drawn in Sect. 5.

2 Phase-Shift Digital Holography

We record Fresnel fields with an optical system based on a Mach-Zehnder interferometer (see Fig. 1). A
linearly polarised Argon ion (514.5 nm) laser beam is expanded and collimated, and divided into object
and reference beams. The object beam illuminates a reference object placed at a distance of approxi-
mately d = 350 mm from a 10-bit 2028 × 2044 pixel Kodak Megaplus CCD camera. Let U0(x, y) be
the complex amplitude distribution immediately in front of the 3D object. The linearly polarised refer-
ence beam passes through half-wave plate RP1 and quarter-wave plate RP2. By selectively removing
the plates we can achieve four phase shift permutations of 0, −π/2, −π, and −3π/2. The reference
beam combines with the light diffracted from the object and forms an interference pattern in the plane
of the camera. At each of the four phase shifts we record an interrogram. We use these four real-valued
images to compute the camera-plane complex field H0(x, y) by PSI [6, 8]. We call this computed field
a digital hologram.

A digital hologram H0(x, y) contains sufficient amplitude and phase information to reconstruct the
complex field U(x, y, z) in a plane in the object beam at any distance z from the camera [4, 8, 9]. This
can be calculated from the Fresnel approximation [23] as

U(x, y, z) =
−i
�z

exp

(
i
2π

�
z

)
H0(x, y) ? exp

[
iπ

(
x2 + y2

)
�z

]
, (1)

where � is the wavelength of the illumination and ? denotes a convolution operation. At z = d, and
ignoring errors in digital propagation due to discrete space (pixelation) and rounding, the discrete re-
construction U(x, y, z) closely approximates the physical continuous field U0(x, y).

Furthermore, as with conventional holography [23, 24], a windowed subset of the Fresnel field can
be used to reconstruct a particular view of the object. As the window explores the field a different angle
of view of the object can be reconstructed. The range of viewing angles is determined by the ratio of
the window size to the full CCD sensor dimensions. Our CCD sensor has approximate dimensions of
18.5 × 18.5mm and so a 1024 × 1024 pixel window has a maximum lateral shift of 9 mm across the
face of the sensor. With an object positioned d = 350 mm from the camera, viewing angles in the range
of 1.5� are permitted. Smaller windows will permit a larger range of viewing angles at the expense of
image quality at eachviewpoint.

3 Extraction of shape information

It is possible to reconstruct the object wavefield at any depth by altering the distance parameter z of
Equation 1. One method for reconstructing a hologram at the most in-focus plane is to use a DFD
technique. This is done by reconstructing the hologram over a range of depths and evaluating each 2D
image using a focus metric, this will return the in-focus plane’s depth. This technique relies on the
assumption that a large majority of the scene is in focus at a certain depth. If there are multiple objects
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Figure 2: Reconstruction of the bolt,(a), and two trace plots of variance calculated on the amplitude
of two blocks, (b) trace plot of block 1 positioned in a background region, (c) trace plot of block 2
positioned on the threads of the bolt, (d) both trace plots plotted on the same scale.

at different depths, or if the object is not relatively smooth, the scene needs to be partitioned into blocks.
Each block can then be processed using a focus metric in order to gather depth information. This depth
information can then be used to create a depth-map of the scene.

An approach for the recovery of shape information from digital holograms was proposed by Ma [20].
He uses variance as a focus metric to gather depth information from a digital hologram. This is defined
as,

V (k) =
1

n × n

n∑
i=1

n∑
j=1

[
Ik(i, j) − Ik

]2
(2)

where Ik is the kth block in the image and Ik is the mean of the input block. Through block processing
of the complex wave field and the calculation of variance on these blocks, depth maps have been suc-
cessfully created from digitally scanned material holograms. We were the first to apply this technique
to digitally captured holograms [22].

Our holograms are reconstructed at a set of different depths L using Equation 1, starting at a depth
d0. All our reconstructions have had a selected speckle reduction technique applied to them [25]. The
size of each reconstruction is M ×N with ∆z being the interval between reconstructions. We calculate
the focus at each depth by separating each reconstruction into blocks of size n × n, creating m′ × n′

blocks. Each of these blocks are then processed using variance as a focus metric. The estimated depth
for each block is evaluated by finding the depth at which variance exhibits a maximum. This gives us
the shape information we need in the form of a depth map, where each value in the depth map represents
the distance from the hologram plane to the corresponding block in the scene.

3.1 Non-Overlapping Blocks Approach

Depth maps created using the approach described above can suffer from noise introduced by the esti-
mation of depths in background regions and incorrect estimation of depth in object regions. A recon-
struction of the bolt hologram is shown in Fig. 2(a), the two labelled blocks are an object block and a
background block. Trace plots for variance calculated on these blocks are shown for the background
block in Fig. 2(b), and for the object block in Fig.2(c). In Fig. 2(d) we have plotted the two trace plots
on the same scale, it is clear that variance calculated on the background block returns a lower value than
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Figure 3: 2D depth maps acquired with (a) a 64× 64 block size, (b) a 16× 16 block size. Surface plots
of the depth maps acquired with (c) a 64 × 64 block size, (d) a 16 × 16 block size.

that for the object region, in the order of 10�5 less. We found this to be true in the general case and used
this to threshold our depth maps and remove depth estimations relating to background regions.

We first extracted shape information from a digital hologram using non-overlapping blocks [22].
This resulted in depth maps which were M

n
× N

n
in size. We reconstructed a hologram of a bolt forty

different depths (L = 40), with 0.5mm intervals (∆z = 0.5mm) and starting at a depth of 376mm

(d0 = 376mm). The resolution of the reconstructions are 1024 × 1024 pixels. It was necessary to
experiment with different blocks sizes to determine what the impact of larger or smaller block sizes on
the depth map would be. A reduction in block size can improve the definition of features in the depth
map. At some threshold point this leads to more discontinuities in the depth map. This behaviour at the
threshold point is scene dependent. The discontinuities manifest themselves as both holes and spikes,
which means a larger closing operation is required thus reducing the overall accuracy of the depth map.
We have found that using block sizes of less than 16× 16 leads to a high proportion of holes and spikes
in the depth map due to the presence of speckle in the reconstructions. This high quantity of holes and
spikes require more post-processing of the depth map then is required for larger block sizes and leads
to an overally smoothed depth map. The depth maps acquired through calculating variance on the bolt
hologram with two different block sizes are shown in Fig. 3. Figure 3(a) shows an image representation
of a depth map acquired using a 64×64 block size and Fig. 3(b) shows a surface plot of this depth map.
The white spots that can be seen in Fig. 3(a) are blocks whose depth has been incorrectly estimated,
through median filtering these blocks are capable of being suppressed. However, no median filtering
was applied to this depth map due its destructive impact on the depth map. When we reduced the block
size to 16× 16, it was necessary to median filter the depth map in order to suppress error caused by the
lower block size. The depth map and surface plot shown in Fig. 3(b) and (c) have been median filtered
with a 9 × 9 filtering neighbourhood. Two of the main regions in the bolt are the front of the bolt and
the back of the bolt. As can be seen from Fig. 3, these are being focused at the correct depths of 390mm
and 382mm, respectively.

3.2 Overlapping Blocks Approach

In order to create depth maps with an improved resolution we attempted to use variance calculated on
overlapping blocks. This would increase the resolution of our depth maps from

(
M
n

) × (
N
n

)
, using a

non-overlapping approach, to (M − n)× (N − n). This increased resolution significantly improves the
quality of our depth map. This improvement is most visible in the threaded region of the bolt, and also
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Figure 4: 2D depth maps acquired using a 64 × 64 block size (a) prior to closing, (b) after closing and
(c) a surface plot of the depth map.
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Figure 5: Reconstructions of the bolt hologram, (a) reconstruction of the bolt with the back in focus,
(b) reconstruction of the bolt with the front in focus, (c) extended focus image and (d) psueod 3D
representation of the bolt.

on the back face of the bolt which is not perpendicular to the optical axis. On a 3Ghz Pentium PC with
1GB of RAM, using a 64× 64 block size, it takes less than 3 hours to run this technique. The results of
using variance as a focus metric with a 64 × 64 block size using an overlapping approach can be seen
in Fig. 4.

We applied median filtering with a neighbourhood of 15×15 to the depth map, as shown in Fig. 4(a).
Some object regions in the depth map were incorrectly removed after thresholding was applied. We used
a mathematical morphological closing operation on the depth map using a disk structuring element with
a 25 pixel diameter to fill in the holes in the image. The resultant depth map can be seen in Fig. 4(b), and
the surface plot of this depth map is shown in Fig. 4(c). Some blocks have not had their depth correctly
estimated, as can be seen in Fig. 4(c). It is our hope that through the evaluation of different focus metrics
we will reduce the number of these blocks such that combination of median filtering and closing will
suppress them. Both median filtering and the closing operation are destructive error suppression and
error removal techniques. Therefore, median filtering and closing have the effect of smoothing the data,
this can remove details in the original depth map. We note that the increased resolution given through
using an overlapping approach produces depth maps with much greater detail.

4 Scene Reconstruction of three-dimensional objects

With the increased resolution obtained through using a overlapping block approach, we are able to use
our depth map to create an image with an extended depth of field encompassing the whole object. This is
an image where each pixel in the image is in-focus. This is one major advantage of using an overlapping
block approach over the non-overlapping approach. Our non-overlapping block experiments produced
depth maps of size 16 × 16 and 64 × 64, only allowing for an extended focused image of that size.
However, using the overlapping approach the extended focused image produced was 960× 960 pixels.

To create the extended focused image we use L reconstructions and a depth map. Each pixel location
(i, j) in the depth map contains a depth value d . Our extended focused image copies the value from po-
sition (i, j) in the reconstruction obtained at depth d. Figure 5(a) and Fig. 5(b) show two reconstructions
of the bolt hologram in which the back of the bolt and the front of the bolt are in focus, respectively.
The extended focused image is shown in Fig. 5(c). This extended focused image also verifies, qualita-
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tively, that our depth maps are calculating the correct depth. If an incorrect depth had been calculated,
the object, or large regions of the object, would be blurred in the extended focused image. Figure 5(d)
shows a pseudo 3D representation of the object obtained through the combination of the depth map and
the extended focused image.

5 Conclusion

We have presented a technique for extracting shape information from a digital hologram. We have
shown depth maps created by this technique, using two different approaches on a digital hologram of
a bolt. We have demonstrated that an overlapping block approach is superior to a non-overlapping
approach due to its increased resolution. This increased resolution gives us a more accurate depth map
and it also, significantly, allows us to create an extended focused image of the object and create a pseudo
three-dimensional representation of the object. Our technique might be applicable in situations where
the object has too large a depth range, too rough of a surface, or is captured at too low a resolution for
other techniques such as phase unwrapping to work adequately but may only be appropriate for objects
with slow-varying depth. Using reconstructions with a smaller interval between them would result in
a more accurate depth map. In the presentation we will demonstrate experimental results using other
digital holograms and scenes. We intend to extend this technique through quantitative measurement of
known objects to measure the accuracy of our approach, and to develop non-destructive error removal
techniques.
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Abstract

Preserving invaluable historic recordings has drawn some interest because the traditional record
playback system wears out the record gradually. This paper presents a non-contact method to repro-
duce sound signal from gramophone records using 3D scene reconstruction of the micro-grooves cast
on a record surface. Because of the unique shape of the microgroove, a planar assumption was made
during scene reconstruction and recovered surface orientation was used to reproduce the sound signal.
A robust estimation method was developed to reduce noise effects. Results from synthetic data were
shown to test the technique.

Keywords: Sound Signal Reproduction, Scene Reconstruction, Gramophone Record, Robust Esti-
mation, Surface Orientation.

1 Introduction

Reproducing sound mechanically on a record started as early as 1885 and the technology of recording
and retrieving acoustic signals on gramophone records reached its peak during the 1970’s, just before
the digital format compact disk (CD) took over the mass marketing of music. Although the audio quality
of CD is judged to be very good by most people, some audiophiles believe that the sampling rate of a
CD (44.1kHz) is not high enough to reproduce the rich musical information faithfully. Today there is
still some high-end record playing equipment in production. However, no matter how great a system
performs, it wears out the record gradually due to the physical contact between the stylus and the record
groove.

There also exists a lot of historical recordings that need to be archived. The problem with these
recordings is that they have become so fragile that they can not tolerate being played back using a
traditional style turntable with a mechanical stylus. This problem motivates research on non-contact
record playing systems.

1.1 Traditional Method of Sound Reproduction

We will take stereo gramophone records (stereo LP) as our example, since other formats of mechanical
records are similar. During the record cutting procedure, the left and right channel signals control the
speed of the cutting stylus at a +45/-45 lateral manner, i.e. a composition of two orthogonal speeds
perpendicular to each other, while the record rotates at a constant speed. This is called modulation of
the grooves. The movement of the stylus determines the slopes in the tangential direction of the groove
walls. This record cutting method keeps the left and right groove walls’ modulation independent from
each other. When the play back stylus has a similar setup as the cutting stylus, stereo signals can be
reproduced. The electrical signal outputs are proportional to the +45/-45 lateral speeds of the stylus
while riding along the groove and modulated by the groove walls.

Figure 1a illustrates the top view of the movements of record and stylus. The stylus has a tangential
speedVT relative to the groove due to the record rotation. There are also left and right lateral movements
of the stylus (VL andVR) in +45/-45 directions. Figure 1b shows a cross section view of the compound
+45/-45 lateral movement of the stylus.

The major goal of sound reproduction is to track the groove walls as precisely as possible. The
conventional method uses a diamond-tip stylus to run along the V-shaped groove by applying a certain
tracking force on the stylus. The problem is that the stylus has some weight, so the tracking of a
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Figure 1: Illustrations of the movement of the record and the stylus: (a) top view, (b) cross section view.

high frequency signal is more difficult. The physical contact also produces a high temperature that
softens the record surface and prevents it from playing well again within approximately 6 hours of time
[Micrographia, 2005]. Other problems include groove damage such as scratches and small particles that
result in annoying clicks, pops and degradation of sound over time and the maintenance of the correct
settings of the turntable, tone arm, cartridge and stylus requires frequent adjustment.

1.2 Literature Survey of Non-Contact Record Playing Methods

Because of the problems with traditional record playback systems, people turned to the easy-to-use CDs
as soon as they appeared in the early 1980s. But efforts at developing a non-contact record playback
system did not cease. ELP corporation [ELP, 1997] spent ten years to develop a laser turntable (invented
by Robert E. Stoddard et al. [Stoddard and Stark, 1989, Stoddard, 1989]) utilising five laser beams to
track the microgroove optically. This is a pure analogue process, but it is so sensitive to foreign particles
in the groove and on the record surface that it requires the record to be cleaned every time it is played.
This ELP laser turntable uses two of the five beams of the laser to track the groove walls and the other
three laser beams for groove tracking. This has two main advantages: the laser beams are weightless
and can be made as thin as 2�m in diameter, which is much thinner than a high-end stylus (4-12�m).
However, the system is very complicated and expensive and it only works well with black records
because of the reflective nature of the material. Coloured records may produce unpredictable results
[ELP, 1997].

Because the laser turntable is very expensive (in the price range of a small car) and because it is
very sensitive to the cleanness of the record, some research has been carried out to study the feasibility
of reproducing the sound signal by image processing methods. In 2002, Ofer Springer [Springer, 2002]
proposed an idea he called the virtual gramophone. Springer’s idea is to scan the record as an image
and write a decoder to apply a “virtual needle” following the groove spiral form. However, when the
authors listened to a sample decoded sound (http:www.cs.huji.ac.il/ ˜springer/), the music was judged
to be barely recognisable. Inspired by Springer’s idea, a group of Swedish students [Olsson et al., 2003]
further developed a system to use more sophisticated digital signal processing methods such FIR Wiener
filtering and spectral subtraction to reduce noise level in the reproduced sound, resulting in a better
result than that of Springer’s. Both systems used an off-shelf scanner, which limited the resolution of
the images, to a maximum of 2400dpi or 10�m per pixel. At this resolution, the quantisation noise is
quite high because the maximum lateral travel of the groove is about 150�m.

[Fadeyev and Haber, 2003] developed a 2D method to reconstruct mechanically recorded sound by
image processing. The resolution was greatly improved by the aid of micro-photography. Their algo-
rithm detects the groove bottom as an edge in the image and then differentiates the bottom edge shape to
reproduce sound signals. Their method uses only the groove bottom information, which was not always
very well defined and may be distorted by dirt particles. The groove walls, which contain rich sound
informations, were ignored. They also introduced a 3D method to reproduce the vertically modulated
records such as wax cylinders. But their 3D method requires complicated 3D profile scanning, such as
that provided by a laser confocal scanning probe, which is a very slow process.

Johnsen et al. [Cavaglieri et al., 2001, Stotzer et al., 2003, Stotzer et al., 2004] also proposed a 2D
method they called the VisualAudio concept. A picture of the record was taken using a large format
film as big as the record. The film was then scanned using a rotating scanner, which is actually a line
scan camera positioned above the film while the film is being rotated on a turntable. Edges were then

85



detected from the digitised image and then sound signals were computed from the edges. Unlike the
method of [Fadeyev and Haber, 2003], Johnsen et al. used the groove and surface intersection as the
edge instead of using groove bottom. This gives them the capability to reproduce the sound from stereo
33rpm recordings. Also the use of the rotating scanner eliminated the need for adjusting the sample
rate as the groove turned close to the record’s centre. The images are rectangular, and not circular, as
scanned by a flat-bed scanner. A 10� magnifier was fitted to the rotating scanner to get the desired
image resolution. A Signal to Noise Ratio (SNR) analysis showed that a satisfying SNR of 40dB can
be achieved if the standard deviation (�n) of edge position noise was kept below 1.28�m. However,
listening to the reproduced sound clips from their web site (http://www.eif.ch/visualaudio/) indicated
that the noise level needs to be further reduced.

2 Proposed Method

We propose a sound reproduction method based on Computer Vision technologies such as optical flow
and surface reconstruction. The proposed method uses a microscope to obtain a sequence of magnified
images of the groove walls and uses 3D scene surface reconstruction to calculate the slopes of the walls.
Figure 2 shows the system diagram. The major features of the proposed method can be summarised as:

Preprocessing
Image

Depth Map Orientation
Surface Raw Sound

Signal
Digital Signal Processing

(DSP, Optional)Acquisition
Image Sequence

Figure 2: System diagram.

� Using as much information on the record as possible to reproduce the sound. Plenty of information
is stored via the surface orientation of the groove walls, which is not used by 2D methods during
their scanning/photographing processes. A 2D method only computes detectable edges such as a
groove’s bottom or groove-surface (land) intersections.� Computer Vision technologies such as optical flow and depth map estimation are applied to this
problem to obtain the 3D information characterising the groove, thus eliminating the requirement
for a specialised 3D scanning device.� Robust estimation techniques help choose the best areas of the groove wall for the computation
and reject noisy areas which have been damaged by scratches and dirt particles, reducing the level
of the noise and improving the quality of the reproduced sound.

We will discuss the individual system components below.

2.1 Image Sequence Acquisition

We need many groups of image sequence to cover the entire groove. Each group contains 36 frames
of images. The two consecutive frames in same group should differ by only a few pixels. When the
camera moves to the next segment of groove to capture another group of images, the last image of the
current group should overlap with the last image of the previous group by a small amount so that the
reconstructed groove is continuous when paired together.

(a) (b)

Figure 3: Two pieces of groove from (a) a 78rpm SP record and (b) a 33rpm LP record. The magnifying
factor is 60X.
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Figure 3 shows images of grooves under a microscope. The magnification factor of the microscope
is set to be such that the field of view covers about 600�m in width so that for a camera with 640�480
pixels, the horizontal spatial resolution is about 1�m. The illumination is set to a +45/-45 degree so that
the groove walls are bright while the record surface and the groove bottom are dark. We are currently
acquiring a better microscope with higher resolution and magnification camera to improve the image
quality.

2.2 Image Preprocessing

The images have to be preprocessed, i.e. we need to compute the image intensity derivatives and the
optical flow fields, etc. before we can compute depth maps. We experiment with implementations
of two standard differential optical flow techniques, namely those of [Horn and Schunck, 1981] and
[Lucas and Kanade, 1981] with differentiation by [Simoncelli, 1994].

The spatial-temporal differentiation method requires the scene to be rigid and smooth so that dif-
ferentiation by convolution can be performed. Once differentiation has been performed, optical flow
can be computed. Lucas and Kanade assume the flow is locally constant and use the motion constraint
equation in a local least squares calculation to recover the optical flow. Horn and Schunck combined the
motion constraint equation with a global smoothness term (the optical flow varies smoothly everywhere)
to constrain the estimated velocity field in a regularisation (iterative) framework. We have to adapt these
algorithms to our problem by imposing various constraint that arise from computing optical flow from
record groove images, i.e. local surface planarity and uni-directional flow. The flow fields of Horn and
Schunck look denser than that of Lucas and Kanade’s but take a much longer time to compute. The
computation and visualisation of depth requires a large number of such flow fields.

2.3 Depth Map Computation

We did a survey [Tian and Barron, 2005] of 4 recent algorithms for dense depth maps (from image veloc-
ities or intensity derivatives) which appeared to give good results in the literature. All of these algorithms
assume known camera translation and rotation (or can be made to have this assumption). The 4 algo-
rithms are those by [Heel, 1990], [Matthies et al., 1989], [Hung and Ho, 1999] and [Barron et al., 2003].
For a detailed description and discussions on these algorithms, please refer to [Tian and Barron, 2005].
Quantitative results show that the methods of Barron et al. is the best over all.

We report here experimental results for Barron et al.’s algorithm on synthetic record groove images
and on real groove images with encouraging results. Because the groove wall orientation can be de-
scribed by 2 angles, one of which is constrained and because the vertical component of image velocity
is always very small (uni-direction constraint), we anticipate imposing such constraints will yield better
even results. For example Barron et al.’s method could be modified to use only horizontal velocities,
like Matthies et al. and effectively have only one angle of the surface orientation to track in the Kalman
filter.

2.4 Robust Estimation of Surface Orientation

Surface orientation is computed from depth using least squares. Assuming local planarity, the surface
orientation�̂ of a local neighbourhood is constant and satisfies the planar equation�̂ � ~P = , where~P = [X;Y; Z℄ is the 3D coordinate of a pixel and is a constant. We can solve this linear system using
a robust estimation method called Local M-Estimates, recommended in Press et al. [Press et al., 1992].
This should give more accurate surface orientation as outlier data will be suppressed.

We present a robust estimation formulation of this calculation as follows. We use vector~g =(g1; g2; g3) to denote�̂ = (�x ; �y ; �z ). We can set up a least square system:

W 26664 a11 a12 a13a21 a22 a23
...

...
...aN1 aN2 aN3
3777524 g1g2g3

35 =W 26664 b1b2
...bN
37775 ; (1)

or WA~g =WB (2)

whereW is aN �N diagonal matrix with diagonal elements acting as the weights for theN equations,
and ai1 = Xi (3)
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ai2 = Yi (4)ai3 = Zi and (5)bi = 1: (6)

The solution is~g = (ATW 2A)�1ATW 2B.
The weight matrixW plays a critical role in this robust estimation calculation. Initially,W is I so

that a rough solution is obtained. Using this solution, we can refineW using the Lorentzian estimator,
[Black and Anandan, 1996]�:

�(di; �) = log 1 + 12 �di� �2!
(7)

and the influence function (which is the derivative of�): (di; �) = 2di2�2 + d2i ; (8)

where� is a scale parameter anddi is the residual value of each equation:di = jai1g1 + ai2g2 + ai3g3 � bij: (9)

Then the weight matrix elements get updated as:wi =  (di; �)di : (10)

We can re-calculate~g again using the updatedW . This procedure is repeated until one of the following
stopping criteria is met:� the total residual is smaller than some threshold:jjdijj2 < �1,� the total residual begins to diverge:jjdijjt� � jjdijjt < �2 or� the number of iterations reaches a limit.

The second threshold,�2, which is a small positive number, allows the total residual to vary up and
down a bit before iterations are considered to be converging or diverging.

According to Black and Anandan, tuning the scale parameter� may work well given that the initial
approximation for it is not too bad. Since in the Lorentzian estimator, a residualdi is considered an
outlier if di � p2�, lowing � after each iteration will reveal more and more outliers. Another benefit
we can get from this is that the number of outliers could help us to determine whether the value of� is
properly chosen and when to terminate the iterations.

2.5 From Surface Orientation to Sound Signal

Once the surface orientations are computed, they need to be interpreted into sound signals so that they
can be played. Figure 4 illustrates a piece of a groove, showing the left surface orientation�̂L. The
figure also shows the two angles (�XY and�Y Z ) that determinê�L. Due to the +45/-45 modulation
of the groove walls,�Y Z is approximately 45 degrees at all times. Note also that locally the surfaces
are planar. To extract the left channel signal, we observe that the surface orientation lies in the planez = y because of the +45/-45 stereo modulation. Accordingly, the surface orientation corresponding to
the right channel lies in the planez = �y.

We define�L to be the modulation angle between the surface orientation�̂ and the left-channel-
zero-modulation orientation̂nL = [0; p22 ; p22 ℄, which is the surface orientation of the left groove wall
when the signal is zero. Then the ratio of the lateral speedVL and the tangential speedVT of the stylus
is: VLVT = tan �L (11)

where �L = aros(�̂L � n̂L): (12)VL corresponds to the left channel signal and needs to be adjusted according toVT = !R, whereR is
the current distance to the record centre. A similar method can be applied to reproduce the right channel
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Figure 4: Illustration of a piece of groove showing the surface orientation�̂L of the left groove wall lies
in the plane ofz = y.

signal,VR, using the direction̂nR = [0;�p22 ; p22 ℄ instead of̂nL. A mono recorded gramophone record
with a horizontal groove modulation can be treated as a special case of the stereo groove modulation,
whereVL = VR = V , so either the left or right surface orientation can be used to reproduce the sound
signal.

For a mono SP or a wax cylinder with vertical groove modulation, we can project the surface orien-
tation onto the verticalx � z plane, i.e.y = 0, and� andV can be calculated using above equations,
except now: �̂ = [�x; 0; �z℄ and (13)n̂ = [0; 0; 1℄: (14)

Due to the robustness of the algorithm introduced in section 2.4, we anticipate that the algorithm
will be able to reject most of the noise such as pops, clicks caused by scratches or small dirt particles,
etc. However, comparing the waves in Fig 7b and Fig 7c indicate that post-processing may be needed
to reduce the noise.

3 Simulation Technique

Implementation of our technique with real record data is currently underway. In this section, we report
experimental results with synthetic data. We generated groups of ray-traced groove image sequences
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Figure 5: Synthetic test data: (a) A sinusoid-texture groove (b) The 3D perspective true depth map of
the groove.

with the camera translating to the left by(1; 0; 0), an example of which is shown in Figure 5. The offset
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of groove walls are modulated by a man’s voice. For about 2 second clip (“Computers are useless. They
only give you answers” - Pablo Picasso) we generated 1390 groups of such images with each group
having 36 images. From each group, we can recover a piece of the groove depth map and, hence, a
piece of the sound. By ‘stitching’ these small pieces together, we obtain the complete sound recording.
Optical flow was computed from these sequences of images as shown in Figure 6a. In this experiment,
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Figure 6: Test results: (a) Optical flow computed from the synthetic image sequences. (b) The recovered
depth map of the groove.

we used Horn and Schunck’s algorithm to obtain a smooth dense flow field. Next, we fed this flow
sequence to Barron et al’s depth recovery algorithm, which incorporates a Kalman filter to compute a
smooth surface reconstruction. The recovered depth map is shown in Figure 6b.
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Figure 7: Sound waves: (a) The recovered sound wave from one piece of synthesised groove, (b) The
recovered sound wave from groups of such images and (c) The original sound wave.

After the depth maps were computed, surface orientations of the grooves were then estimated. From
the surface orientations, sound signals were computed as introduced in 2.5. The sound wave pieces such
as those shown in Figure 7a were combined together to form the total sound wave as shown in Figure 7b.
Compared with the original sound wave shown in Figure 7c, the reconstructed sound is very similar to
the true sound, although there is some noise present, as can be seen in Figure 7b. We compute the shape
envelopes of the computed and the original waveform and then compute Pearson’s product-moment
correlation coefficient of them asr = 0:848 which indicates good correlation. Listening test confirms
(available at www.csd.uwo.ca/˜btian/IMVIP2006) that the sound is recognisable in spite of the presence
of noise. Further refinements in the algorithms and the use of higher resolution images may be able to
attenuate the noisy components of the retrieved sound.

4 Conclusions

This paper established a framework for recovering sound from gramophone records through 3D recon-
struction. This may not necessarily be a real-time system due to such limiting factors as the computation
cost and camera speed, (although we believe technology advances will eventually overcome these lim-
itations). Our algorithm has the potential of recovering sound from damaged records such as scratched
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or even broken records. We are investigating the feasibility of a real-time sound reproduction system,
such as hardware implementations of the preprocessing steps, fast image acquisition, etc.
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Synthetic Image Generation with Primes
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Abstract

The visualisation of Prime numbers has been a topic of interest for some time, the
Ulam Spiral being the most famous. This paper introduces some new approaches for for
the visualising of prime numbers. The method produces an image similar to that of the
prime number spiral. The procedure by which this is created however, differs significantly
as does the resultant image.

Keywords: Primes, Spiral, Visualise, 2D

1 Introduction

Prime Numbers has been a principle research topic of mathematicians for over 2,500 years.
They were initially studied by the Greeks, Pythagoras being the most well known. By circa
300BC several important results about the nature of primes had been discovered. Euclid for
example proved that the number of primes is infinite. One of the simplest and most well
known algorithms for calculating primes was discovered circa 200BC by Eratosthenes and
is aptly named the Sieve of Eratosthenes. However this algorithm is only of use when the
number of primes to evaluate is small. Little else was discovered about primes until the 17th
Century, Since then many important discoveries have been made by individuals such as Fermat,
Mersenne, Euler, Gauss and Riemann.

1.1 Searching For Primes

Currently there is a search for a prime with 10 million digits or more, this is being carried
out by the Great Internet Mersenne Prime Search (GIMPS) project. Since 2004 several large
primes have been discovered (Table 1) and the goal of a 10 million digit prime number should
be only months away.

#Primes Rank Prime # Digits Discoverer
15th December 2005 43rd 230,402,457 − 1 9,152,052 Dr’s. C. Cooper and S. Boone
18th February 2005 42nd 225,964,951 − 1 7,816,230 Dr. Martin Nowak
15th May 2004 41st 224,036,583 − 1 7,235,733 Josh Findley

Table 1: Recently Discovered Mersenne Primes

1.2 Recent Developments in Primality

In August 2002 a paper titled “Primes in P” was published. It gave a deterministic polynomial-
time algorithm that determines whether an input number n is prime or composite [Agrawal, ]
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[M. Agrawal, 2004]. The paper was last updated in August 2005. The method produced in
the 2002 paper became known as the AKS-type primality proofs. Several improvements to
the algorithm were achieved during the following year by Berrizbeitia [Berrizbeitia, 2003]
who was able to improve the time of the algorithm. This was improved by Cheng [Cheng, ]
[Cheng, 2003] and further again by Bernstein [Bernstein, 2004].

1.3 Prime Visualisations

The Ulam Spiral is the most well known method of visualising Prime Numbers graphically.
The method was discovered by Stanislaw Ulam while doodling during a scientific meeting in
1963. As Ulam described the resultant image: it “appears to exhibit a strongly non-random
appearance” [Stein et al., 1964]. He drew a grid of lines and then numbered the cells in a
spiral pattern starting at the centre of the matrix. Circling the prime numbers (Figures 1 & 2)
[Weisstein, 2006] led to a surprising result that the primes appeared to fall along a number of
straight lines. The spiral appeared on the front cover of the magazine Scientific America in
March 1964.

72 73 74 75 76 77 78 79 80 81
71 42 43 44 45 46 47 48 49 82
70 41 20 21 22 23 24 25 50 83
69 40 19 6 7 8 9 26 51 84
68 39 18 5 0 1 10 27 52 85
67 38 17 4 3 2 11 28 53 86
66 37 16 15 14 13 12 29 54 87
65 36 35 34 33 32 31 30 55 88
64 63 62 61 60 59 58 57 56 89
99 98 97 96 95 94 93 92 91 90

Figure 1: Ulam Spiral Figure 2: Ulam Spiral of 399 x 399 grid

An alternative to the Ulam Spiral is the Prime Spiral, see: numberspiral.com [Sacks, ]. The
procedure for creating the spiral is straight forward. Starting at the number zero, all subsequent
positive numbers are arranged in an outward spiral from the centre. The primary feature of this
spiral is that all the perfect squares (1, 4, 9, 16, 25 . . .) are arranged in a horizontal line on the
right hand side of the graph. As with many prime visualisations highlighting the numbers that
are prime produces some interesting patterns (Figures 3 & 4 [Sacks, ]). The resultant image
has strong links with that of the Ulam Spiral.

Figure 3: Labelled Number Spiral Figure 4: Number Spiral Displaying Primes

1.4 Motivation

Primes have been a topic of study for thousands of years, and yet we still are unable to deter-
mine if a number is prime, by carrying out a simple calculation. The Ulam spiral demonstrated
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a distinctive pattern of diagonal lines in the plotted primes. It is possible that the visualisation
of primes may hold the key to this ancient mystery. The visualisation of primes has led to
several important discoveries, most notable was the discovery of the Zeros by Riemann. Hence
the need for further developments within the area of prime number visualisation. The primary
purpose of this paper is to review some recent developments in Prime Number Fractal genera-
tion. It also details a new method of visualising primes using geometrical shapes as the corner
stone.

2 Prime Number Fractal

The Prime Number Fractal (Figure 5) generates movement within the image based on the eval-
uation of the prime numbers. As with most prime visualisations the generation of the primes for
the image bears the highest computation expense. On modern desktop systems using the Sieve
of Eratosthenes it can take several seconds just to generate just a few million prime numbers.
The UI of the Java application developed to generate the PNF image may be seen in Figure 6.

Figure 5: 2D Prime Number Fractals

procedure pnf_fractal
for (i=1; i<sieveSize; i++){

if (isPrime(i)){
dir = prime %5;
if(dir ==1) x --
if(dir ==2) x ++
if(dir ==3) y --
if(dir ==4) y ++
incrementColour(x,y)

}
}

end procedure;

Listing 1: PNF Generation Procedure
Figure 6: UI and Generated Fractal Image

#Primes 20,000 40,000 60,000 80,000 100,000
Left 4,978 10,003 14,971 19,985 24,967
Right 5,023 10,013 15,020 20,007 25,016
Up 5,011 9,997 15,018 20,031 25,007
Down 4,987 9,986 14,990 19,976 25,009

Table 2: Distribution of PNF Movements

The primary methodology behind the generation of the PNF visualisation is based on modi-
fying the next cell that should be visited based on a calculation performed on the next prime
number (Listing 1). In the case of a two dimensional image modular division of the prime
number by five will yield four possible outcomes ∈ {1, 2, 3, 4}. Modular division by seven
will yield six possible moves, yielding a 3D visualisation. By mapping these moves to a di-
rection it is possible to navigate about the initial image based on the values of a sequence of
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primes. Previous work has shown that the number of moves for both 2D and 3D visualisations
are asympotitically equal (Table 2) [Doolan et al., 2004].

Dirichlet’s theorem assures if a and b are relatively prime then there are an infinity of primes
in the set a · k + b, k > 0. This means that the random walk has an infinity of Up, Down,
Left, Right moves. If πa,b(x) denotes the number of primes of the form a · k + b less than x

then we know from a very recent result of Weisstein [Weisstein, 2004] that limx→∞
πa,b(x)
li(x) =

1
ϕ(a) where li(x) is the logarithmic integral function and ϕ(a) the Euler totient function. The

particular case a = 5 gives limx→∞
π5,k(x)
li(x) = 1

ϕ(5) = 1
4 ,∀k ∈ 1, 2, 3, 4, which means that

π5,1 ≈ π5,2 ≈ π5,3 ≈ π5,4(x) ≈ li(x)
4 clearly the two dimensional prime number fractal

algorithm has asymptotically the same number of Up, Down, Left and Right moves.

3 Using Geometrical Shapes to Visualise Primes

This section introduces a new way to visualise primes which is based on regular polygons. It
is a new variation of spiral visualisation that is introduced in [Sacks, ] in which the spiral is
replaced by some other curves. For that an application for generating the new visualisation
of primes via geometrical shapes is developed in Java. It provides a very simple to use User
Interface (UI) to modify the parameters for the image generation process. The principle and
most prevalent section of the application is the Panel for rendering the graphic visualisation
(Figure 7).

Algorithm 1 The Geometrically Based Spiral Algorithm
Inputs:

x0, y0 - The central point of the image
R - The Initial Radius
Step - The step to increment R
nrP - The of Polygons

Output: The Geometrically Based Spiral Image

procedure GBSA(x0, y0, R, step, nrP)
label = 1;
for(n = 0; n< nrP; n++) begin

for(i = 0; i< nr[n]; i++) begin
if(isPrime(label)) begin

x0[i] = x0 + R× cos(2π × i/nr);
y0[i] = y0 + R× sin(2π × i/nr);
drawPixel(x0[i], y0[i]);

end if
label ++;

end for
R = R + step; nr++;

end for
end procedure

The application parameters allow for control of the number of points that should be used in
the first geometric shape at the centre of the image. The number of points in each subsequent
polygon increases at a set rate defined by the “N Inc Rate” parameter which is usually 1. Similar
parameters also exist for the radius into which the polygon is to be inscribed, and the rate of
growth. The number of polygons to produce is controlled by the “Iteration” value. The size
of both prime and non prime are also controlled by user defined parameters. Finally a set of
checkboxes provide additional aids.

The ”All Numbers” option allows the algorithm (Algorithm 1) to go through all numbers from
1 to n in a incremental fashion. Deselecting this option has the effect that starting at 1 only the
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odd numbers will be taken into account. The remaining checkboxes provide additional visual
aid to the user. View or hide all points (non prime points). Restart the generation process at 1
for each new polygon. View the related numbers for each point on the image (both prime and
non prime). The final option displays the connections between points with lines, allowing the
geometrical shape to be discernible.

3.1 Polygon Generation

The key feature to this visualisation is the generation of polygons. Starting at the centre of
the image and growing outwardly until the desired number of iterations has been completed.
Both the size and number of points for the initial polygon are user defined. Initialised with a
polygon of 4 points a Square or Diamond shape is produced. The next iteration will generate a
Pentagon, followed by a Hexagon, Heptagon, Octagon . . . DoDecagon . . . and Hectogon after
the 97th iteration (Figure 8). By plotting the points (primes) of the polygons distinctive arcs
may be seen in the image.

Figure 7: Visualisation Appli-
cation

Figure 8: Example of Poly-
gon Creation

Figure 9: Plotting of Polygon
Points

The procedure by which the numbers are plotted, begins the generation process of each polygon
at on the same horizontal axis projecting to the right of the image. From this starting position
each consecutive point is generated in a clockwise manner (Figure 9). Lets suppose that the nth

regular polygon has nrn points and the radius Rn. The position of the ith point is calculated
using

xn[i] = x0 + Rn · cos
(

2 · π · i
nrn

)
yn[i] = y0 + Rn · sin

(
2 · π · i
nrn

)
, i = 0, 1, ..., nrn − 1.

The Java application increments the parameter Rn with a constant step while nrn increases
usually by 1 so that their values are in arithmetic progression.

3.2 Some Mathematics

Some mathematical considerations are presented in the following to support this model. For
that lets suppose that nrn = 4 + n, Rn = R0 + n · step, n ≥ 0. The curve Ci collects all the
points {(xn[i], yn[i]), n + 4 > i} so that the parametric equation of it is

Ci :
((

x0 + (R0 + t · step) · cos
2πi

t + 4
, y0 + (R0 + t · step) · sin 2πi

t + 4

)
, t > i− 4

)
.

(1)
In this case the prime numbers are not aligned on strait lines but on concave curves.
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Theorem 1 The curve Ci asymptotically converges to y = y0+2 ·π ·i ·step. The next theorem
proves that the curves tend to some horizontal lines.

Proof.
lim
t→∞

yt[i] = lim
t→∞

(
y0 + (R0 + t · step) · sin 2πi

t + 4

)
=

= lim
t→∞

(
y0 + 2 · π · i ·

sin 2πi
t+4

2πi
t+4

· R0 + t · step
t + 4

)
= y0 + 2 · π · i · step.

Proposition 2 The ith node of the nth regular polygon is labelled with (n+6)(n−1)
2 + i.

Proof. The first n− 1 regular polygons have the labels 4 + 5 + ... + (n + 2) = (n+6)(n−1)
2 so

that the ith node of the nth regular polygon has got the label (n+6)(n−1)
2 + i.

Theorem 3 The curve Ci contains the following labels { (n+6)(n−1)
2 + i, n > i− 4}.

Practical experiments have shown that each curve contains lots of primes. Some recent de-
velopments by Einsiedler et.al. [Einsiedler et al., 2000], [Everest et al., 2006] investigate how
many primes are in recursive sequences. In our particular case the curve Ci contains the labels
from the sequence qn = (n+7)n

2 + i, n > 0. Obviously, this sequence satisfies the following
linear recurrence qn+2 = 2qn+1 − qn + 1, q0 = i, q1 = i + 4 so that similar arguments as in
[Everest et al., 2006] can be applied to prove that the sequence contains an infinite number of
primes.

The next result finds information about the regular polygon that contains a label.

Theorem 4 The label l is contained by the nth regular polygon on the ith node where

n =
[
−7 +

√
49 + 8 · l
2

]
, i = l − (n + 6)(n− 1)

2
.

Proof. The label l is contained by nth regular polygon when

4 + 5 + ... + (n + 2) < l ≤ 4 + 5 + ... + (n + 2) + (n + 3) ⇔

(n + 6)(n− 1)
2

< l ≤ (n + 7)n
2

⇔ (n + 7)n ≥ 2 · l ∧ (n + 6)(n− 1) < 2 · l ⇔

n2 + 7n− 2l ≥ 0 ∧ (n− 1)2 + 7(n− 1)− 2l < 0 ⇔

n ≥ −7 +
√

49 + 8 · l
2

∧ n <
−7 +

√
49 + 8 · l
2

+ 1 ⇔ n =
[
−7 +

√
49 + 8 · l
2

]
.

Testing primality is done by using the Sieve of Eratosthenes as we know that the labels that
are prime should be found. If p is the number of regular polygons to use in this visualisation
then the labels to use are {1, 2, ..., (p+7)p

2 }. The prime labels are identified using the sieve
computation which has the complexity O(p2 · log log p) and uses O(p2) space.

3.3 Resultant Visualisations

Generating the image for all numbers between 1 and n incrementing by 1 for each point gen-
erated will generate an image such as Figure 10 (80 polygons, with 4 starting points and radius
of 3 for the first polygon, displaying only the primes). Increasing the rate of increment in the
number of points per polygon from one to the next will also have s significant impact on the
density of the primes plotted (almost doubling)(Figure 11).
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Figure 10: Prime Spiral with 80 Polygons Figure 11: Prime Spiral with 80 Polygons In-
crement Rate of Two

An alternative to the above image is to significantly increase the start radius. This will open up
the central area of the image (Figure 12) (200 polygons, with 4 starting points and radius of 80
for the first polygon, displaying only the primes).

Figure 12: Prime Spiral with
200 Polygons

Figure 13: Prime Spiral with
500 Starting Points

Figure 14: Prime Spiral with
2,500 Starting Points

Increasing the number of points present in the starting polygon can have a significant effect
on the resultant image generated. The most prevalent outcome of this is that the number of
primes (and polygon points) generated increases dramatically. This generates a far denser field
of primes (Figure 13) (200 polygons, with 500 starting points and radius of 80 for the first
polygon, displaying only primes). Increasing the starting number of points to 2,500 shows a
huge increase in the density of primes per polygon, and the entire image itself (Figure 14).

All the previous figures showed primes being plotted for all numbers from 1 through to n.
However plotting the primes for only the odd numbers, produces an image with some variations
in the generated arcs, and also a doubling in density of the number of primes plotted (with 80
polygons being generated) (Figure 15).

Figure 15: Prime Spiral Only
Odd Values Being Used

Figure 16: Displaying Both
Prime and Non Prime Points

Figure 17: Restart at One
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The final figure in the above series gives an example image of the plotting of both the prime
and non prime points (Figure 16 ). The image was plotted with 70 polygons.

All prime number visualisations typically start with 1 and iterate through up to n. An alternative
to this is that for each new polygon produced, the starting number is reset to 1. The effect of
this is the generation of spiral sea shell like image (Figure 17).

4 Conclusion

A new method of visualising primes has been discussed. It is clear that several differing visuali-
sation may be formed by varying the input parameters to the generation function. Initialisation
of the initial polygon with a large number of points results in a highly dense field of points
being plotted. This contrasts with a far more sparse distribution when the initial number of
points for the starting polygon are low. The overall result still produces a pattern that follows
several distinctive arcs. Several theorems and proofs have been presented that clearly identify
the primes lie along specific arcs and lines.
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Abstract

In this article, we consider the robust estimation of a location parameter using M-
estimators. We propose here to couple this estimation with the robust scale estimate pro-
posed in [Dahyot and Wilson, 2006]. The resulting procedure is then completely unsuper-
vised. It is applied to camera motion estimation and moving object detection in videos.
Experimental results on different video materials show the adaptability and the accuracy
of this new robust approach.

Keywords: M-estimation, camera motion, moving object detection, robust estimation, video
analysis

1 Introduction

Many problems in computer vision involve the separation of a set of data into two classes,
one of interest in the context of the application and the remaining one. For instance, edge
detection in images requires the thresholding of the gradient magnitude to discard noisy flat
areas from the edges. The challenge is then to automatically select the appropriate threshold
[Rosin, 1997].

Regression problems also involve the simultaneous estimation of the variance or standard
deviation of the residuals/errors. The presence of a large number of outliers makes difficult the
estimation of the parameters of interest. Performance of robust estimators is highly dependent
on the setting of a threshold or scale parameter, to separate the good data (inliers) that fit the
model, from the gross errors (outliers) [Chen and Meer, 2003]. The scale parameter, needed
in M-estimation and linked to the scale parameter of the inliers residuals, is often set a pri-
ori or estimated by the Median Absolute Deviation. In [Dahyot and Wilson, 2006], a robust
non-parametric estimation for the scale parameter has been proposed and then combined with
a robust RANSAC [Fischler and Bolles, 1981] for object recognition. This paper proposes to
combine the robust scale parameter estimation with a M-estimation of the camera motion pa-
rameter in videos. The whole scheme is unsupervised. The estimated scale parameter is also
used to detect moving objects in the sequences.

2 Robust scale estimation

2.1 Observations

The observations consist in a set of independent samples {xi} of a random variable X . Its
probability density function can be written as a mixture:

PX(x|σ, θ) = PX(x|σ, θ, C) · PX(C) + PX(x|C) · PX(x|C) (1)
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with the pdf PX(x|σ, θ, C) corresponding to a particular class C of interest (inliers) that de-
pends onto one scale parameter σ and possibly also on a location parameter θ. The other pdf
PX(x|C) in the mixture is generated by possible outliers occurring in the observations (class
C) and the parameters of interest σ and θ do not depend on those outlying observations. PX(C)
is the proportion of inliers and PX(C) is the proportion of outliers.

In this work, we assume the distribution of the inliers to be a Generalized centred Gaussian
[Aiazzi et al., 1999]:

PX(x|C, σ, θ) = 1
2Γ(α)·α·βα exp

[
|x(θ)|1/α

β

]
with β = σ1/α ·

[
Γ(α)
Γ(3α)

]1/(2α)
(2)

Setting the shape parameter α = 1 (Laplacian law) and α = 1/2 (Gaussian law) in equation (2),
are two popular hypotheses [Hasler et al., 2003, Dahyot et al., 2004]. We assume α is known
and focus on the estimation of the scale σ and θ.

2.2 Robust scale estimation knowing the location parameter θ

We now assume that we have n independent variable Xn of the same nature of the X previously
defined. Samples for each Xn can be easily obtained for instance by splitting the original
sample set of samples {xi} into n sets. Depending on the applications, the n random variables
can also be naturally defined (see section 3). We define the variables:

Z =
∑n

n=1 |Xn|1/α

Y = Zα
(3)

Inliers of Z and Y (in class C) are the samples zj or yj computed with n independent samples
of X such that ∀i, xi ∈ C. For n = 1 and Z = |X|1/α, the pdf PZ(z|θ, σ, C) corresponds to
the gamma distribution:

PZ(z|θ, σ, C) = GZ|(α,β)(z) =
zα−1

Γ(α) · βα
exp

[
− z

β

]
, z ≥ 0 (4)

When n > 1, the pdf PZ(z|C, σ) is the gamma function GZ|(nα,β)(z), and the pdf of Y can
easily be inferred [Dahyot and Wilson, 2006]. The maximum of the distributions PZ(z|C, σ)
and PY (y|C, σ) can be then computed:

Zmax C = β · (nα− 1), nα > 1

Ymax C = [(n− 1) α β]α, n > 1
(5)

Those maxima depend on the parameter σ by definition of β (cf. eq. (2)). From equation (5),
the scale σ can be computed by:

σZ =
(

Zmax C
nα−1

)α [
Γ(3α)
Γ(α)

]1/2
, nα > 1

σY = Ymax C
(n−1)α·αα

[
Γ(3α)
Γ(α)

]1/2
, n > 1

(6)

The maximum of the distributions of Y and Z has first to be located. Depending on the pro-
portion and the values of the outliers, the localisation of the maximum needed in the estimation
gets more difficult. We assume that the relevant maximum for the estimation is the closest peak
to zero in the distributions PY (y|σ, θ) and PZ(z|σ, θ).
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2.3 Computation of the scale estimate in practice

The scale estimates are computed using the meanshift procedure on the set of samples of vari-
ables Y or Z, starting from the minimum sample value (or starting from zero). More details
are presented in [Dahyot and Wilson, 2006]. However, in some signal processing applications,
the digitised signal is discrete with known quantized levels in a finite domain. For instance,
pixel values in video data are integers in [0; 255]. Most of all, the variable Z (or Y ) has its
values in a one-dimensional space. Therefore, as an alternative to the kernel representation of
the distribution and the Mean Shift algorithm to perform the estimation, standard histograms
can be easily used and their derivatives easily computed using filters. This is another practical
and faster way to perform the estimation when dealing with a digitised signal. Both Y and Z
perform similarly a robust scale estimation (see [Dahyot and Wilson, 2006]).

3 Applications

Section 3.1 presents an experiment for unsupervised moving object detection in static se-
quences. The variable Z is used for the scale estimation, there is no location parameter θ
(the camera motion is null) and the shape parameter is chosen α = 1. Section 3.1 extends
those preliminary results to camera motion estimation and moving object detection. The vari-
able Y is used for the scale estimation, the location parameter θ corresponds to a 6-dimensional
camera motion vector and the shape parameter is chosen α = 1/2.

3.1 Application to moving object detection in static camera sequences

3.1.1 Using colour video data n = 3

We are considering two different colour images It = (Rt, Gt, Bt) and It′ = (Rt′ , Gt′ , Bt′)
from a video sequence. The samples of the random variables Xn for n ∈ {1, 2, 3} are computed
as the inter-frame difference on each colour band for each position i of the pixel:

X1 : x
(1)
i = Rt′(i)−Rt(i)

X2 : x
(2)
i = Gt′(i)−Gt(i)

X3 : x
(3)
i = Bt′(i)−Bt(i)

Z : zi = |x(1)
i |+ |x

(2)
i |+ |x

(3)
i |

(7)

The distribution of Z has been drawn using a histogram over the samples {zi} in figure 1(a).
The estimated distribution of the inliers PZ(z|C, σZ) is also superimposed (with a rescaling
factor to match the maxima).

3.1.2 Using grey level video data n = 2

When the sequence is grey level, the samples of the variable Z can be computed using the
backward and forward inter-frame differences:

X1 : x
(1)
i = It+1(i)− It(i)

X2 : x
(2)
i = It(i)− It−1(i)

Z : zi = |x(1)
i |+ |x

(2)
i |

(8)

Figure 1 (b) shows the distribution of Z in this case.

3.1.3 Results

When comparing images from a video, the interframe differences contain outliers due to cam-
era and object motion. However in most applications, it can be assumed that a sensible pro-
portion of pixels are matching. This proposed scheme for standard deviation estimation can be
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Figure 1: Distribution PZ(z) (blue bars) with the fitted distribution of the inliers PZ(z|C, σZ)
on real video data for inter-frame difference analysis.

used on the inter-frame differences in order to separate or locate the outliers in the observations.
We are considering in this example a video recorded from a static camera. Only moving objects
in the scene generate outliers. By setting a threshold using the estimated standard deviation,
the moving objects are located using the decision rule zi > n 3 σ for each pixel position i.

Figure 2 shows an example of the moving object detection process. The inter-frame differ-
ence is computed between the median frame of the video as a model of the background model
of the scene, and the frame at time t = 100. Segmentation of the movement is not perfect as it
is only based on the pixel statistics. Some pixels from the moving objects have similar values
as the background ones at the same location, therefore their differences are classified as inliers
(un-moving regions). However, it is a simple method to roughly locate moving regions which,
in this example, are objects of interest such as pedestrians and cars for a traffic surveillance
application. A result on a grey level sequence is shown in figure 3.

3.2 Application to unsupervised camera motion estimation and moving object
detection in moving camera sequences

We consider in this section the problem of camera motion estimation from video data. Cam-
era motion estimation has many applications such as video restoration and content analysis
[Bouthémy et al., 1999, Kokaram et al., 2003, Coldefy et al., 2004]. The motion parameters
are 6-dimensional to take into account zoom, rotation and translation. The residuals {xi},
corresponding to the displaced frame difference (dfd), are linearly depending on the camera
motion parameters θ. Figure 5 shows two successive images in a sequence and their difference,
respectively before and after camera motion compensation. Those two observations correspond
to the residuals observed at the first and the last iteration of our robust estimation. Images of
videos used for testing are shown in fig. 4.

3.2.1 Iterative estimation of the scale and location parameters

For each iteration, we estimate the scale parameter σY on the set of residuals and then perform
the estimation of the motion parameters until convergence:

Initialisation θ(0)

Repeat :∣∣∣∣∣∣∣∣∣∣∣

σ
(m)
ρ ← Scale estimation on {yi}

computed from {xi(θ(m))}

θ(m+1) = arg min
{∑

i ρ

(
xi(θ

(m))

σ
(m)
ρ

)}
Until convergence θ̂ σ̂ρ

(9)
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Frame at t = 100 Median image of the sequence as back-
ground

Figure 2: Colour sequence. Detection of moving objects (in red) based on the statistics of the
difference of the colour pixels with the median image of the sequence (sequence dtneu winter).

t = 199 t = 200

t = 201 Moving objects at t = 200

Figure 3: Grey-level sequence. Detection of moving objects in between successive frames,
based on the statistics of the difference of grey level pixels(sequence dt passat03).
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(a) (b)

Figure 4: Videos used in the test. (a) is a simple video where the camera motion is known,
and the dark rectangle is the only (outlier) object that moves differently from the background.
(b) is a shot from an old film where several artifacts occur (blotch, flicker, sporadic and severe
vertical displacement, etc).

The location parameter estimation is performed using M-estimation with a robust func-
tion ρ [Dahyot and Kokaram, 2004]. The initial guess θ(0) is estimated using non-robust least
squares.

Scale parameter estimation. Using the set of residuals {xi} samples of the variable X , we
need first to define variable Y and to compute its samples. The residuals are a mixture of in-
liers and outliers as being defined in this article. The proportion α of inliers is unknown and the
outliers correspond to unmatched pixels due, for instance, to moving objects (different move-
ment to the camera motion), occlusions or artifacts (specially in old films). The outliers form
localized areas in the dfd (cf. figure 5). Using this property, we draw samples of the random
variable Y such as yi =

√
x2

i + x2
i+1 where xi and xi+1 are two neighbouring residuals in the

dfd. This strategy allows to preserve a similar proportion of inliers in the observations {yi}.
Using our estimation scheme with histograms for a faster computation, the scale parameter is
set to σρ = 3 × σY . This choice insures that 99% of the inliers are kept for the estimation of
the camera motion parameters.

Accuracy of the estimates. Using video (a) (cf. figure 4) where the ground truth is known,
the scale parameter and the motion parameters are estimated while adding gaussian noise of
variances 10 and 100. Compared to the ground truth, the motion parameters are estimated
with a Mean Square Error below 0.00007 on zoom-rotation parameters and 0.05 pixels on the
translation parameters. The estimated scale parameter of the class of inliers is also stable over
the sequence: the standard error of the estimate σY of one grey level compared to the ground
truth.

Scale Adaptability. On the video (b) (cf. fig. 4), our unsupervised robust camera motion
estimation is also performed. No ground truth is known, however the estimated parameters
are coherent with the one with a manually tuned estimation. The estimated scale parameter
of the inliers in the dfd remains constant over 400 frames of the sequence (b). 10 frames
show a slight over-estimation of the scale. Those artifacts correspond to sudden changes in
the intensity values (flicker) that increase the dfd [Kokaram et al., 2003]. The automatic SD
estimation allows to account for those changes in the data stream. The algorithm proposed in
(9) has also always converged in our experiments undertaken on different videos.

3.2.2 Moving object detection

Figure 5 shows an example with two successive images from a video of cricket. The images
of the residuals is also shown before and after motion compensation. The estimated scale σY

allows to take a decision in between pixels being outlier residuals (in black) and pixels being
inlier residuals (in white). Those binary maps allows the detection of independent moving
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objects in the sequence, and carry relevant information, for instance, for video understanding
[Coldefy et al., 2004]. Our method provides an automatic thresholding method that does not
require to manually set a threshold over the weights as in [Coldefy et al., 2004].

I1 I2

initial dfd compensated dfd

Figure 5: Application to camera motion estimation. Top: two successive images from a sport
video. Middle: corresponding image of residuals when the motion is not compensated (left),
and when it is compensated (right). Bottom: maps of the outliers (residuals above 3× σY ).

4 Future work

In this article, we proposed an unsupervised method for camera motion estimation and moving
object detection in video. The whole objects are not detected but only its parts that generate
outliers in the dfd. Future work will aim at improving the segmentation of the moving objects
by using mathematical morphology and/or hysteresis thresholding to take into account spatial
correlation between neighbouring pixels.
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Abstract

In Psychology it is common to conduct studies involving the observation of humans
undertaking some task. The sessions are typically recorded on video and used for sub-
jective visual analysis. The subjective analysis is tedious and time consuming, not only
because much useless video material is recorded but also because subjective measures of
human behaviour are not necessarily repeatable. This paper presents a HMM framework
for content based video analysis to facilitate the automated parsing of video from one such
study involving Dyslexia. The framework relies on implicit measures of human motion
that can be generalised to other applications in the domain of human observation.

Keywords: HMM, Motion Based Parsing, Rotation Estimation

1 Introduction

Visual content analysis technology applied to surveillance applications is well established [1,
2]. Less explored is a class of human observational applications related to scientific study.
The field of Psychology contains many such applications which may admit solutions from
the visual content analysis domain. In surveillance applications, the behaviour of the people
involved is not strongly constrained. This poses a challenge to understanding in that context. In
scientific applications, it is likely that the behaviour being observed is restricted in some way
in order to make measurements or other inferences. In Psychology this may be in a controlled
environment or a particular set of movement/behaviours are being observed in a natural setting.
This implies that content analysis could bridge the semantic gap more easily in that domain.

Previous work in Psychology has asserted a connection between reflex movement in chil-
dren and a Specific Learning Disability (Dyslexia) [7]. To investigate this connection Psycholo-
gists at Trinity Collegewww.dysvideo.org have designed a set of experiments that attempt
to quantify this relationship in a study based on 150 children. The central idea is that children
with a propensity to develop Dyslexia are unable to execute particular movements without
some unavoidable associated reflex. Figure 1 shows an example of one such movement. The
experimenter rotates the head of a child right and left. While doing so any involuntary bend in
the arms is noted. The idea is that the presence of that reflex is in some way correlated with the
presence of Dyslexia.

Work presented in Joyeux et al[3] reports on theDysVideo project at Trinity College that
was set up to observe the development of 150 children between ages 4-7 years. Video record-
ings are made of children observed though 3 sessions, each of 20 mins duration, and 6 months
apart. Unfortunately, in each recording of 20 mins, less than 5 mins is useful material. Chil-
dren may take a long time to settle down and may need to be cajoled through each session. The
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Figure 1: A demonstration of the ATNR exercise

Dysvideo project exploits automated content based audio and video analysis to allow Psychol-
ogists to index directly the useful portion of the video. Preliminary work on automated parsing
was presented in Joyeux et al[3]. The focus there was the framework design and algorithms for
coarse parsing and encoding of metadata by exploiting the audio stream. The parsing provided
was good enough such that the estimated index points were guaranteed to contain the useful
visual information. The size of the indexed portion typically contained about 20 seconds of
material before the start and after the end of the actual useful motion experiment itself. This
was adequate for the psychologists to browse quickly to the start of the useful recordings and
perform the subjective motion measurement.

Recall that the point of the programme is to measure the presence of certain motion based
reflexes in children. Currently for psychologists the only reliable way of doing this is for a
human to assess the degree to which the child cannot hold a particular position. It is true that
motion tracking equipment exists for this purpose, but magnetic based tracking is expensive,
while visual marker based tracking would require the cooperation of the child in wearing the
markered suit and not damaging the markers for future use. Quantitative visual motion mea-
sures can be designed by estimating the motion of the particular limb in the field of view.
The important observation here is that this is only possible by ensuring that the motion mea-
surement of the correct limb portion is being made and starts at the right time. Therefore for
quantitative assessment of motion a finer granularity of parsing is needed. Work in this context
was presented recently by Kokaram et al [4]. There the idea was to use an explicit measure of
rotational motion to index measurable episodes directly. This work proposes instead a more
robust framework for inference based on motion using the Hidden Markov model. The idea is
to train HMMs to detect the specific type of motion required. This work also improves upon
the range of motion features used and proposes the use of a novel feature for parsing: the curl
of the estimated motion field.

The next two sections provide background for the reader that is useful in appreciating the
context of the parsing algorithms developed. Section 5 the introduces the new features and the
remaining sections present the use of the HMM framework.

2 Overview

Fig 2 shows the difference between the markers provided by audio parsing [3] and the exact
start and end of a particular session, Test 10. The audio parsing is achieved by allowing the user
to insert a specific audio tone into the recording using a handheld PC (PalmPilot). Postprocess-
ing the audio signal [3] allows DTMF audio tones to be detected . The figure illustrates the
importance and reliability of using audio markers to reject unwanted content. In this Test, the
experimenter firmly rotates the head of the child while the child is on all fours. The hypothesis
is that in children with aretained reflexone of the arms will bend at the elbow involuntarily
during the motion of the head. To isolate the relevant content for analysis it is necessary to i)
locate arms during that motion and ii) identify video portions during which the head is rotated.
For some time before the start of the actual experiment, the child is coached and may undergo
a few trials, in addition the child may move around and simply not be in the field of view.
During the relevant video portions, the arm location will be more stable, and the rotation of the
head more coherent. Therefore these features can be used to index the video with increased
granularity. The starting point is an estimate of body location.
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Figure 2: An example of content throughout a typical recording of 60 mins. The location of
the audio markers coarsely delineates the relevant video for one Test. This is shown at mins
13 and 14. The actual useful content lies inside this period, indicated by two typical frames.
The paper focuses on using motion based features for delineating this exact start and end of
the experiment within the coarse audio marker period. Note that the idea of coarse indexing is
to quickly reject the outlier content e.g. when the child is not in view, not cooperating, or not
assuming the start position.

3 Body Localisation

Head and arm localisation is facilitated by skin detection. This is achieved by a simple colour
segmentation process. The requirement is to configure a label fieldl(x) that is 1 at pixel sites
x containing skin and0 otherwise. The algorithm is as follows.

1. Candidate pixels expressing skin (l(x) = 1) are detected by colour thresholding (from
[8]) using the following criterion

l(x) =




1 if




(R > 95)&(G > 80)&(B > 40)
&(R > G − 15)&(R > B)
&((R − min(G, B)) > 10)

0 Otherwise

(1)

The various parameters used in delineating the colour region were determined from the
lighting used in the pictures recorded. This is the same throughout 100 hours of record-
ing. The first two criterion delineate skin colour, while the last one rejects false alarms
due to pixels that are near grey or near yellow.

2. The label fieldl(x) is post-processed to smooth the surface. This is achieved using
morphological closing with a dilation element of 3 pixels and a erosion element of 4
pixels.

As shown in figure 1, the arms are generally the largest area of skin exposed in the view.
In addition they are near vertical. Hence a vertical sum (integration) of the label field yields
modes corresponding to the horizontal position of the arms. Given the detection fieldl(x) the
vertical projection is defined aspv[h] =

∑
k l(h, k). Noise inpv[h] is removed by filtering

with a Gaussian filter with 9 taps and variance 1.5. To detect modes inpv[h] the two most
significant maxima are selected that are at least 50 pixels apart in PAL videos. This allows
robustness to false alarms within a single arm segment. Figure 3 clearly shows the correlation
between lobes and horizontal arm location for 2 different recordings of 2 different children.
Note the false alarms due to poorly detected skin in the background (due to strangely coloured
walls) are rejected with this process.

Locating the hands is achieved through the horizontal projection of the label fieldph[k] =∑
h l(h, k). The first maxima corresponds roughly to the middle of the hand position because

of the orientation of the child in the view. This is shown in Figure 3. The very first non-zero
projection corresponds to the start of the hand location. The hand size is estimated to be the
width of the lobes corresponding to each arm,D. The wrist location is hence taken to be1.5D.

112



Figure 3: Example frames from different sequences showing the results of skin detection and
hence body localisation. The detected skin pixels are coloured in red. The horizontal and
vertical projections of the label field are shown in green along the left and bottom edges of
each frame. This illustrates that the lobes in vertical projection correspond to arm location.
The first mode in vertical projection corresponds to arm location.

In addition, the average forearm length is approximately2.5 times the hand width in this view,
hence the location of the elbow can be roughly delineated vertically. This enables a bounding
box to be placed that contains the hand and arm locations. The process is found to be better than
99% accurate in these sequences, provided the child adopts the correct position. Typical results
are shown in Figure 3. For video examples, see www.sigmedia.tv/research/indexing/dyslexia/.

The location of the arms is used to bound the head location horizontally. Therefore, head
location is assumed to be contained within a column of the image bounded by the left and right
arm locations. Unfortunately, detection of the head using projections is not reliable because in
horizontal projection the face and arms of the experimenter can often cause ambiguity.

4 Motion Based Parsing: Features

The ultimate aim is to detect the contiguous sequence of frames showing rotation of the head.
Given the delineation of a region containing the head, it is possible to estimate directly that
rotation, and that can be used to attempt parsing as in [4].

For each frame, gradient based motion estimation [5] was performed where the previous
frame and motion vectors were stored. Motion vectors either side of the located arms were
removed for improvement in the information about the child since only those vectors were
applicable. Using the motion vectors themselves and plotting there perpendicular lines in an
accumulator array resulted in finding an approximate centre of rotation. This is based on the
principle that a perpendicular to a tangent of a circle will always pass through the centre of the
circle. The central four images in figure 4 shows a selection of accumulator arrays ranging over
a head rotation sequence. The distance between the centre’s of rotation from frame to frame
was consistently small and stable when rotation was occurring. This was used as a feature to
indicate rotation.

In this work, the use of the curl of the motion vector field is also exploited to yield an
implicit measure of rotation. Given a motion vector at sitex is specified asd = [d1(x), d2(x)],
where the horizontal and vertical displacements ared1 andd2 , the curl of the motion at that
siteC is given as below

C(d1, d2,x) =

∣∣∣∣∣∣
~i ~j ~k
d
dx

d
dy

0
d1 d2 0

∣∣∣∣∣∣
= ~k(d(d1)

dy
+ d(d2)

dx
) (2)

The curl therefore is a vector pointing out of the image plane with a length that is propor-
tional to the amount of rotation at that site. The bottom four images in figure 4 show a selection
of the curl matrices ranging over a head rotation sequence.
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Figure 4: The top four images show a selection of frames used to demonstrate a sequence of
head rotation. The central four images show the same sequence for the accumulator array and
the bottom four images show the sequence for the curl matrix. All of the above images have
been zoomed in on to improve clarity.

As can be seen in the central images in figure 4, the peaks in the curl correspond well to
centre of rotation and there is stability in position during rotation. The distance between the
maximum peaks from frame to frame indicates the level of stability and it can be observed that
there is relatively little motion of the maximum peak during rotation. The distance measure
between frames for the maxima was used as a feature. It is also observable that the peak value
of the curl rises and falls relatively smoothly with rotation. The derivative of the graph of peak
values was also used as a feature.

Figure 5: Example frame used to demonstrate watershed segmentation of the curl surface.

The main mass of the maximum peak during rotation are observed to be reasonably con-
stant. To use this information, it is necessary to segment out the main mass of the curl surface.
This is done with watershed segmentation [6] on that inverted curl surface, as demonstrated in
figure 5. The masses of the maximum peak for each frame was used as a feature in our HMM
models.

It was also found that the graph of the peak masses was consistently rising and falling
during rotation. The derivative of the graph of the area under the maximum peak for the entire
sequence was also considered to contain useful information and was so used as a feature vector.

The set of features used for motion based parsing can be summarised as follows:

1. The distance from maximum peak to maximum peak of the accumulator array from
frame to frame. See figure 4 for illustration of process.

2. The distance from maximum peak to maximum peak of the curl surface from frame to
frame.

3. The value of the maximum peak of the curl surface.
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Figure 6: An example set of feature vectors to be used in the training of an HMM. The red
marking represent manual segmentation markers. Figure (a) & (b) represents the distance
between the maximum peaks in the accumulator array and curl matrix from frame to frame
respectively. Figure (c) is the graph of the maximum peak values in the curl matrix and figure
(d) is area under the peak surface. Figure (e) & (f) are the derivatives of the graphs of figure
(c) & (d) respectively.

4. The area under the maximum peak surface, as segmented by the watershed algorithm on
the curl surface.

5. The derivative of the graph of the maximum peaks of curl surface for the entire sequence.

6. The derivative of the graph of the area for the maximum peaks of curl surface for the
entire sequence.

This feature vectorfn, containing these 6 measures, is measured for each frame in the sequence.
Figure 6 shows the evolution of each component over a an entire exercise sequence.

5 Motion Based Parsing: Modelling

The HMM is a well established framework for time series modelling and has been very suc-
cessful in speech recognition [9]. The idea here is to use two HMMs to model the evolution of
the multidimensional feature vectorfn. One HMM models the non-rotation segments and the
other models the rotation segments. Given a manually labelled training set, the parameters of
each HMM can be established. These models are used in parsing new examples. The use of
HMMs for modelling video features is a relatively recent idea, exploited successful for sports
by Rea et al [10].

Fig 5 shows the structure of the HMM used in this framework. It is a four state HMM with
the ability to transit from any state to any other state. Note the difference from the standard left
to right models employed in speech recognition applications. The HTK Speech Recognition
Toolkit was used to initialise and train the statistical parameters of our HMM models. Gaussian
distributions were assumed with single mixtures per state distribution. A total of 23 videos were
selected from session 1, 16 to be used for training and 7 for testing. The criterion used to select
the videos was based on arm separations. An example of training data is shown in in figure 6.
The performance of the resulting models is presented in section 6.
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Figure 7: A 4 state HMM Model with possible transitions in all directions. This was the model
used for both the rotational and non-rotational HMM’s. Although with differing transition
probabilities and feature statistics.

6 Results

Video selection was difficult because the quality of the child’s motion was essential. The main
goals of the video recordings were the ability for direct analysis by the psychologists, secondary
was our analysis of the videos. As such the demonstrator focused more on just recording the
exercise for human evaluation as opposed to improved conditions required for our evaluation.
So if the size of the child is too small relative to the frame the motion of child will be too small
relative to the larger motion of the experimenter which would be clearly visible in a shot of
wide angle. Arm separations are a clear indicator as to the size of the child relative to the frame
size i.e. zoom factor. The selection of 23 videos were chosen to best represent the exercise on
the bases that they were the videos with the largest visible children.

The 23 videos had to be manually segmented. The frame numbers for the start and end
of any rotational occurrence were noted for each sequence. These manual segmentations were
compared with the outputs generated by the HMM models. The analysis of the manual seg-
mentation markers versus the HMM markers had to take into account the human error. It can
seen for individual video comparisons that there is a difference between the two markers of a
couple of frames. Human observations follow the exercise start and finish more so than the
rotational occurrences. Taking into account that human observations are more subjective, an
error of 12 frames was deemed acceptable. The results below reflect this adaptation.

Recall =
Correct

Correct + Missed
Precision =

Correct

Correct + False

Recall Precision
Test Video 1 81.7109 86.8339
Test Video 2 77.7778 82.3529
Test Video 3 47.2603 50.4263
Test Video 4 62.7525 64.4617
Test Video 5 55.9361 77.044
Test Video 6 62.6935 68.1818
Test Video 7 63.6879 72.1865

Results to date have been extremely promising. By modelling the described features with
the HMM framework the detection of rotational occurrences has been improved significantly
over data thresholding, which was the previous method of data analysis. The performance of
test video 3 is poor and may be attributable to poor motion vectors from the original data. This
will be further investigated.
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7 Final Comments

Future work includes trying to gain a better understanding of the contribution of the features
to the recognition framework. Refining the manual segmentations to only take into account
actual rotations and not other motion. Adapting the algorithm to poorer quality videos, i.e.
ones where the child appears small in the frame. These refinements will hopefully improve the
HMM Models and accuracy of detection.
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Abstract

The method and instrumental toolkit based on radial basis function neural network to
process multispectral satellite images are presented. Experimental testing of network has
been carried out using images received from Landsat 7 ETM+ satellite. These images
include all the bands of Enhanced Thematic Mapper: 0.45-0.52, 0.52-0.60, 0.63-0.69,
0.76-0.90, 1.55-1.75, 10.4-12.5, and 2.08-2.35 micrometers. All the layers of multispectral
image were processed as aggregate. Using the histogram instead of raster representation
of a multi-bands fragment to be supplied on network’s inputs has allowed to increase
efficiency of classification of objects via tone criterion.

Keywords: Multispectral Satellite Image, Neural Network, Machine Vision.

1 Introduction

Neural networks are widely used to process multispectral satellite images [Haykin, 1998],
[Atkinson and Tatnall, 1997], [Heerman and Kjazenic, 1992], [Lee and Landgrebe, 1997],
[Landgrebe and Schowengerdt, 1978], [Landgrebe, 2005], [Tilton et al., 1999], starting from
segmentation and finishing forecasting of change of objects [Maier and Dandy, 2000].

The neural network to be applied consists of a layer of Radial Basis Function cells and a
layer of neurons with sigmoid threshold function [Orr, 1996]. The network has been designed
so that the data from all the layers of multispectral image were processed as aggregate.

The image has been broken into set of fragments during processing (they can be both
overlapped and not depending on the purpose of experiment). The method of allocation of
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more informative area in a processable fragment has been applied due to use of a mask, applied
to every image submitted on an input of a neural network.

There is a lot of methods of preliminary data processing, images enhancement, features ex-
traction to classify the objects on multispectral satellite images [Sadykhov and Podenok, 2005].
The developed network has been modified to apply the histogram analysis instead of raster rep-
resentation of a multi-bands fragment on network’s inputs. It gave ability to increase efficiency
of classification of objects via tone criterion. The used method of recognition is completely
insensitive to a textural component of processed fragment.

2 Statement of a task

The task to be fulfilled was the evaluation of capabilities of radial basis function (RBF) based
neural network to select and classify different land cover types. Experimental testing of pro-
posed network has been carried out using images of Myadel district of Belarus received from
Landsat 7 ETM+ satellite. These images include all the bands of Enhanced Thematic Mapper:
0.45-0.52, 0.52-0.60, 0.63-0.69, 0.76-0.90, 1.55-1.75, 10.4-12.5, and 2.08-2.35 micrometers.
The data intended to test the classifier were prepared in the following way. Five areas of mul-
tispectral image corresponding to different land cover types have been selected. Then trainig
and verifying sets were generated from these data. The training samples have been represented
by 10 samples from every area using all the spectral bands. The dimension of the sample was
20 × 20 pixels. To verify the network classifier 2000 samples of each class were picked from
different areas as shown at fig. 1.

Figure 1: Region of interest. Areas picked to form verifying sets are outlined and marked.

3 The neural network: construction and training

The RBF based neural network has been chosen to implement the classifier. Each cell of a layer
plays a role of a cluster center and corresponds one of the image object. Typical representa-
tives of areas chosen for classification of multispectral image have been established as training
samples.

The task of classification of objects of the stage belonging five allocated areas were put in
spent experiments. It caused presence of five outputs in neural network (five neurons in output
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layer). Value 1 is formed on each of them in case of ranking of a fragment submitted on an
input of a network to corresponding class and 0 in otherwise.

Each neuron of a hidden layer accepts 20× 20 pixels fragment of multiband source image.
As the result neural network (as well as each neuron of hidden layer) has 20 × 20 × 8 = 3200
inputs. When the histogram instead of raw raster was used the quantity of inputs of network
has been decreased down to 2048. That is resulted in reduction of expenses of time required
for processing a portion of data with the use of neural network, despite of necessity of creation
the histogram in real time.

Functioning of RBF cell of an input layer can be presented as follows:

...

Layer 1

...

Layer 2

...

Layer 8

...

Gaussian bell400 inputs

400 inputs

400 inputs

...

...

...

...

20x20 pixels

Figure 2: RBF cell functioning.

Each cell receives 3200 input values. Further the search of distance between an input
fragment and the center of cluster, corresponding to a concrete cell is fulfilled. Output value in
an interval [0, 1] is formed as

NET = e
−
‖xi − ci‖

2

σ2 = e

−
1
σ2

n−1∑
i=0

(xi − ci)
2

(1)

where xi - vector, submitted on inputs of a cell, ci - center of a cell, σ - radius of a cell, n -
dimension of feature space, NET - value, formed on output of a cell.

Adjustment of centers and radiuses of RBF cells is made during training this layer. For this
purpose the centers of cells were rigidly established in symbols of training set corresponding
to them, and radiuses were selected experimentally.

Presence of additional layer of neurons with sigmoid transfer function is required to trans-
form and process values formed on outputs of a layer of RBF cells. Weights of this layer should
be trained to transform results of classification (clustering) by RBF layer to five target signals.
Value of each of target signals should be laid in an interval [0, 1]. Weights of an output layer
have been adjusted proceeding from the following rule

w i∈[0;4]
j∈[0;49]

=

{
−2, j < iNz ∪ j ≥ (i + 1)Nz ;
2, iNz ≤ j < (i + 1)Nz,

(2)

where i - index of neuron, j - index of input weight to be corrected, Nz - quantity of neurons
in RBF layer responsible for each area of the initial image.

Neuron of output layer is functioned according to the following rule

NET =
N−1∑
i=0

wi · xi, OUT =
1

1 + e−NET
, (3)
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where xi - vector of input values, wi - vector of neuron weights, N - count of neurons in
hidden layer (RBF cell layer), OUT - the weighted sum of values acting on inputs of neuron
and it’s weights, NET - value formed on an output of neuron after compression using sigmoid
transfer function.

The structure of the developed network consists of two layers as shown on fig. 3
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Figure 3: Complete network architecture.

The network has the following characteristics:

• 3200 inputs. The quantity of inputs has been determined by dimension of data used for
training and verification of the network (fragments of eights bands of the image in the
size of 20 per 20 pixels).

• 50 RBF cells in the input layer. 10 images for each class of objects have been used for
training (5 classes have been allocated.

• 5 neurons with sigmoid transfer function in an output layer. The quantity of neurons in
this layer has been determined by quantity of object classes. This layer is full connected
with input layer of RBF cells.

To eliminate rectangular symmetry of sample data the radial weight mask αi has been used
and output of network is determined as

NET = e

−
1
σ2

n−1∑
i=0

αi (xi − ci)
2

, (4)

where αi - component of a mask. The following transform has been applied to preserve
functional logic of RBF cell

NET = e

−
1
σ2

n−1∑
i=0

αi (xi − ci)
2

= e

−
1
σ2

n−1∑
i=0

(x̃i − c̃i)
2

, (5)

where x̃ and c̃ - modified input vector and center of a cell accordingly.
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4 Experimental results

Training and verification data sets have been generated to carry out the experiment. Verification
set has been formed from multispectral image using 2000 fragments from 5 areas of interests
and consists of 10000 fragments totally. Training set has been selected from verification data set
and included 10 fragments for each area, or 50 fragments totally. After training the network all
the fragments from verification set including fragments used for training have been exposed to
network input. As the result all training fragments have been ranked correctly to corresponding
classes. Results of classification of whole verification set are represented in the following table

Table 1. Results of classification.

Area No 1 2 3 4 5
Without input mask, % 100 95.1 100 97.2 100
With input mask, % 100 92.7 100 97.6 100

The percentage ration shows, how many images from the verification set have been ranked
to right class. For example, 95.1% of all fragments of area number 2 have been ranked by
neural network to class corresponding to this area. Time of processing the single fragment is
about 9-10 ms and time of processing whole verification set is about 180 sec when no mask has
been used. When radial mask was used the time of whole classification process raised up to
280 sec. Minor alteration of results with and without mask can be explained by the specificity
of a problem and sets of data used for training and running tne network.

4.1 Histogram processing

Taking into account specific of the data to be processed, histogram of samples instead of raster
has been used to pass on network inputs. The histogram sample consists of eight blocks corre-
sponding to eight bands of the multispectral image.

Process of forming the histogram is displayed on fig. 4. Histogram is presented on figure
as set of functions.

...

Input Symbol

Band 1

Band 2

Band 3

Bands 4-7

Band 8

0 255

0 255

Histograms

Neural

Network

Figure 4: Histogram of sample to be passed to network

Hystograms of different objects of source multispectral image are shown on fig. 5. All the
five areas are represented on the figure. The image of hystogram has inversed to provide more
readable picture

1) 2) 3) 4) 5)

Figure 5: Histogram of objects from different areas.
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Parameters of network are displayed in the table 3. Small increasing of processing perfor-
mance occures because of reduction of features space dimension.

Table 3. Parameters of network when using hystogram.

Parameter Value
Network inputs count 8 × 20 × 20 = 3200
RBF cell inputs count 8 × 256 = 2048
Count of cells in hidden layer (RBF) 50
Count of neurons in output layer 5
One fragment processing benchmark, ms 9
Verification set (2000 fragments) processing benchmark, s 170

The following results of classification using hystogram instead of raw raster have been
received at experiment:

Table 4. Results of classification.

Area No 1 2 3 4 5
Classification result, % 100 99.6 99.2 100 99.7

Improvement the quality of classification takes the place because of essential discrimination
of processed objects in the chosen features space. It is necessary to take into account that
classification was made extremely by criterion of brightness. The textural component of source
fragments has been rejected at the stage of creating the histogram.

4.2 Live experiment 1

Multispectral images processing is one of the most important elements of remote sensing. A
couple of experiments in this sphere have been carried out to verify quality of recognition
using constructed and trained neural network model. Images of different spectral and spatial
resolution have been used in these experiments.

A single band of multispectral image used in the experiment is shown at fig. 1. The neural
network has been constructed and trained to perform the experiment. 10 samples of each class
were picked from different areas as shown at fig. 1 to train the network classifier.

The main target of experiment is to process the whole multispectral image with the use of
trained model and to build joined map of all classes which were used as source areas for picking
up fragments during training neural network. Prepared network model accepts 20 × 20 pixels
fragment of multiband source image. The image has been processed with step of 5 pixels (75%
compositing between near by fragments). Total time required to process the whole image is 3
hours 27 minutes 10 seconds.

The simplest one model of all described above has been used in this experiment. Centers
of RBF cells were rigidly established in symbols of training set corresponding to them, and
radiuses were selected using the criterion of mean square deviation applied to the concrete cell
and to the nearest cell which belongs to another class.

4.3 Live experiment 2

The next experiment has been applied to the image shown at fig. 7 which represents a fragment
of Cheluskincev park (Minsk, Belarus). This image includes all the bands of visible part of
spectrum: 0.4-0.5, 0.5-0.6 and 0.6-0.7 micrometers. It has a spatial resolution of 1.38 meters.

Results of classification of whole verification set (2000 sample fragments from each source
area) are represented in the Table 5.
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Area 1

Area 2

Area 3

Area 4

Area 5

Figure 6: Result map with allocated classes displayed in gradations of gray.

Figure 7: Region of interest. Areas picked to form verifying sets are outlined and marked.
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Table 5. Results of classification.

Area No 1 2 3 4 5 6
Classification result, % 97.85 87.3 100 100 100 100

5 Conclusion

Neural Network with Radial Basis Function based layer has shown high performance and ef-
ficiency. Using the histogram instead of raster representation of a multi-bands fragment to be
supplied on network’s inputs has allowed to increase efficiency of classification of objects via
tone criterion.
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Abstract 
The introduction of commercially available high resolution data from satellites such as 
Quickbird over the last decade has lead to a huge growth of interest into the task of 
deriving land-use classification for urban areas.  It was quickly discovered that 
traditional pixel based remote sensing techniques which had previously been 
successfully applied to low resolution data, could no longer be used and lead to very 
poor results when applied to high resolution data. This lead to the emergence of a new 
approach to remote sensing known as Object Based Image Analysis (OBIA), where 
segmentation is used to derive land-cover and this serves as input to a land-use 
classification which is very top down driven. The research presented here focus on the 
first of the above steps, where texture is used to derive land-cover segmentation. 
Extracting useful texture features from high resolution data of urban areas is a 
challenging problem due to the fact that most urban land-cover is not strongly textured 
and is highly uniform. In previous research we have shown that incorporating 
traditional texture feature extraction algorithms with pixel values actually leads to a 
decrease in performance compared to the results achieved solely on pixel values. A 
post processing texture gradient diffusion technique was proposed which overcome the 
above, leading to an increase in performance. This paper builds on that work by 
evaluation the importance of directional information when performing texture feature 
extraction. If this information is redundant it would allow more robust estimate of our 
features within a smaller moving window leading to improved classification accuracy. 
The length of a given feature vector would also be reduced thus lessening the curse of 
dimensionality. 

Keywords: remote sensing, urban, directional, segmentation, texture. 

1 Introduction 
The ever increasing use of geographical information systems (GIS) has lead to an ever greater 
demand for accurate and up to date land-use classifications of urban areas. Manual photo 
interpretation by trained operators is an expensive and time consuming process. If it was possible to 
automate this process it would greatly reduce cost and increase availability of such data. 
Traditional pixel based remote sensing techniques when applied to urban data of high spatial 
resolution are inaccurate due to the fact that as the spatial resolution increases so does the within 
class variation [1]. Many researchers in the area of remote sensing believe to overcome this failing 
we must move to an object orientated approach where land-use is derived in two steps [2]. The first 
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of these steps is the generation of a land-cover (areas which are homogeneous) classification 
through segmentation which is used as input to a structural pattern recognition system in the second 
step. The structural pattern recognition system will embody knowledge representation of the 
relationships between different land-cover which define land-use. 

Scenes in high resolution urban data are very complex and the task of deriving accurate land-
cover classification is non trivial. Much effect has been invested in an attempt to derive land-cover 
using intensity alone but results have been disappointing due to significant within class variation 
leading to over and under segmentation [3, 4]. A solution to this problem would be to model this 
within class variation using traditional models of texture. Very high spatial resolution (less then 
one meter) images of urban areas are not strongly textured, boasting very different properties to 
images taken from texture databases so conventional methods for texture feature extraction simply 
cannot be plugged in to achieve this. Applying traditional texture feature extraction techniques 
produces two undesirable properties in the feature images returned and post-processing of these 
images is required before they can be integrated to produce a performance gain. 

These two requirements have resulted in little progress being made in trying to derive 
unsupervised urban land-cover classification using texture. In fact most previous research in the 
area has focused on using texture to derive land-use classification at a higher scale (e.g. residential, 
industrial, commercial) using data of a lower spatial resolution [5-7]. In a recent paper [8] we 
proposed a texture gradient diffusion algorithm combining a technique to establish the exact 
location of texture boundaries [9] and vector based diffusion [10], which goes some way to  
overcoming the two issues mentioned above. This paper builds on this work evaluating the 
importance of directional information when performing texture feature extraction. The data used in 
this work consists of scanned aerial photography of Southampton city obtained from the Ordnance 
Survey Southampton. Each image has a spatial resolution of 0.25 meters. 

The layout of the paper is as follows. First we discuss why it is important to evaluate the 
anisotropy of texture in remotely sensed data of urban areas. Section three gives details of the 
methodology used in this evaluation. This is followed by results, and finally the conclusions are 
given. 

2 Isotropy/anisotropy of texture in urban areas 
Directional information is obviously an important cue used by the visual system to perform texture 
discrimination. Julesz [11] states that directional information is an attribute which can be varied to 
define different textons, the fundamental building blocks of texture. Literatures from the area of 
remote sensing suggest a divide in opinion on the importance of such directional information. In [5, 
12-14] the authors believes that such anisotropy is often immaterial for very fine or small scale 
textures such as those contained in remotely sensed images and thus can be ignored. Following this 
conclusion their geostatistical and co-occurrence texture models are only calculated for one 
particular direction or the average of all directions is taken. In contrast to these works there also 
exists literature that suggests direction is an important attribute of the texture in remotely sensed 
data which is required when performing texture discrimination. Lark [15] believes there are many 
sources of anisotropy in imagery of terrain and includes direction dependence as one feature of a 
working definition of texture in remotely sensed data. Carr [16] discovered that different 
classification accuracies where achieved using different directions in a  geostatistical feature 
extraction algorithm suggesting an anisotropy property of texture in remotely sensed images. In [6] 
Conners also believed directional information to be important and extracted texture features at four 
directions when performing land-use classification of urban scenes. 

From the above discussion it is obvious that there exists confusion on the question of 
whether texture in remotely sensed images is anisotropy or not. To our knowledge there exists no 
quantitative evaluation which eliminates this confusion in relation to the task of deriving 
unsupervised land-cover classification in urban areas using data of a very high spatial resolution. If 
direction information is redundant this would allow a more robust estimate of texture features 
compared to the corresponding anisotropy features within a similar size or smaller window. For 
example if using a geostatistical feature extraction algorithm, it is important to have a large number 
of observations, thus a large window size to calculate the values of the variogram robustly. 
According to Webster [17] a variogram based on 150 observations is satisfactory, while 225 
observations is more robust. Using a window size of size 5x5 gives 72 observations for an 
anisotropy estimate for a distance of 1, while only on average 18 observations for each of the 
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directions in an isotropy estimate also for a distance of 1. If direction is immaterial it makes sense 
to choose the more robust anisotropy model over the isotropy model. 

Using a quantitative evaluation criterion we evaluate the performance of a texture feature 
extraction algorithm with and without directional information. Results suggest that in fact direction 
is not an important attribute of texture in urban areas. 

3 Methodology 
The routine used to evaluate the importance of directional information when extracting texture 
features is divided into four steps. First we give details of the geostatistical feature extraction 
algorithm used to extract anisotropy and isotropy features. Post-processing is then applied to these 
features to lessen the edge effect and to remove within class variation. These features are then 
clustered using a mean-shift clustering algorithm to produce segmentation. A relatively new 
quantitative evaluation technique is used. Each of these steps is now discussed in turn. 

3.1 Geostatistical texture feature extraction 
Geostatistics is one of most commonly used approaches to extracting texture information form 
remotely sensed images and has been shown to achieve promising results [18]. The centre of any 
geostatistics is the variogram which measure the spatial autocorrelation of a data set over different 
distances. Once the variogram is calculated the next step is to extract features to describe its shape 
and this can be achieved using two approaches. The variogram values may be used directly as 
features or a model may be fitted to the values and the model parameters used instead [19]. The 
approach of fitting a model is problematic due to the fact that one model will not fit all variograms. 
The process of fitting cannot be done automatically and requires manual supervision. In [20] the 
authors detail an approach to deriving model parameters without the need to fit a prior model 
avoiding the above problem. In this research it was decided to use the variogram values directly as 
features. This approach is computational efficient, quiet easy to implement and has been shown to 
achieve good results in the past [15]. To reduce the effect of outliers a robust estimation of the 
variogram known as the mean square-root pair difference (SRPD) is used [21]. The SRPD is 
calculated within a moving window of size 3x3 with a lag of 1 and for 4 directions in the 
anisotropy model, these four values are averaged for the isotropy model. 

3.2 Diffusion post-processing of feature images 
A very useful qualitative evaluation of any feature image is how closely it resembles an accurate 
segmentation result. The feature image returned from a valuable feature extraction algorithm 
should be very close to the desired segmentation result. Visual inspection of the feature images 
returned from our feature extraction algorithms reveal two undesirable properties of the algorithms 
when applied to remotely sensed data of urban areas with high spatial resolution. 

The between class variation of land-cover tends to be significant compared to the 
corresponding within class variation leading to a large response at land-cover boundaries [9]. This 
property causes the generation of unwanted segment classes along all boundaries when the feature 
images are clustered, thus the response to this between class variation needs to be reduced. A 
second problem is that the within class variation of the texture features is considerably high which 
leads to over segmentation. This variation needs to be removed by smoothing without losing edge 
localization and blurring the image which leads to mixed classes. These two unwanted properties 
are illustrated in figure 1. 

(a) (b) 
Figure 1: Image (b) shows the anisotropy feature extracted from image (a). The feature 

extraction algorithm responds strongly to the building boundary. There is also significant within 
class variation in the feature image. Ordnance Survey (c) Crown Copyright. All rights reserved. 

130



In [8] we proposed a post-processing algorithm of the feature images which comes close to 
overcome the two above issues. This technique combines vector value diffusion and a technique to 
identify the exact location of texture boundaries which we now discuss. 

3.2.1 Vector value diffusion 
To smooth out the within class variation without blurring the image losing edge locations and 
giving mixed classes, we apply vector value diffusion to the feature images [10]. This is a non-
linear smoothing technique where the amount of smoothing performed at any location is 
preoperational to the gradient magnitude at that point, thus less smoothing is performed at land-
cover boundaries. An image I is smoothed/scaled by solving the partial differential equation (PDE)  
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The result is stack of images each at a coarser scale known as a scale stack. Although this 
technique removes the within class variation it still retains the large response of the feature 
extraction algorithm to land-cover boundaries as shown in figure 2. To overcome this we propose 
to combine this algorithm with a procedure for establishing the exact location of texture edge and 
weight the diffusion amount based on these edges as apposed to the gradient magnitude image. The 
result is an image which has been smoothed in a nonlinear manner, where all locations apart from 
the locations of texture boundaries receive significant smoothing, thus the unwanted response at 
boundaries is reduced. 

Figure 2: Within class variation is reduced but the large response to land-cover boundaries remains. 

3.2.2 Detection of texture boundaries  
In [9] Shao proposed a technique to detect the exact location of texture boundaries which he 
applied to remotely sensed data of an urban area producing very promising results. The edge 
strength is given by  

Γ= tra (3)

where 

( )TG ∇∇=Γ * . (4)

The size of the Gaussian G is chosen to be 5x5. A line of width 2a is detected and not two edges if 
the integration scale is chosen to be larger then 1.5a. Since a small 3x3 widow was used for feature 
extraction a 5x5 Gaussian is sufficiently large. To given a more exact location of the edges non-
maximum suppression and hysteresis thresholding [22] is applied to a. In order to apply non-
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maximum suppression we first need to calculate the texture gradient direction. Shao proposes a 
measure of texture orientation but this measure applies a nonlinear operation to the gradients by 
squaring, thus losing the gradient sign. Using this approach texture orientation will only be returned 
in the range 0 to 90 degrees as opposed to the required 0 to 180 degrees, two texture orientations 
which are orthogonal will be assigned the same direction. We propose a method to calculate the 
texture orientation which overcomes this failing. Where xu  and yu  are gradient directions in the x

and y directions respectively, the new texture gradient direction ϕ  is given by 
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Hysteresis thresholding is applied to the image returned from the non-maximum suppression 
process giving a binary image of locations which have a high likelihood of being true texture 
boundaries. For all these locations the corresponding values in a are multiplied by 3/2 giving a 
large gradient response at the texture boundaries. Using this a the new diffusion algorithm is 
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Figure 3: Result of the new texture gradient diffusion algorithm. 

One of the issues when using any form of scale space is choosing at which scale the analysis should 
be performed. In this paper a convergence criteria is used to aid this choice. That is stopping when 
there is a small variation between two consecutives solutions of the evolution equations, 
corresponding to when the within class variation has been removed.  For the anisotropy model the 
analysis is performed at scale 5 using a step size of 0.1, and for the isotropy the scale 15 was 
chosen also using a step size of 0.1. 

(a) (b) 
Figure 4: Graphs used to aid the choice of scale to perform analysis (a) for the anisotropy model 

and (b) for the isotropy model. The x-axis represents scale and the y-axis is variation between two 
consecutive solutions. 
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3.3 Mean-shift clustering 
To produce segmentation given the feature images a mean-shift clustering algorithm is applied 
[23]. This is a non-parametric algorithm which does not require knowledge of the number of 
clusters in the dataset and can detect clusters of varying shapes. The algorithm takes only one 
parameter k as input which controls the scale of clustering. The spatial locations of pixels are used 
as two additional features to aid the clustering giving a feature vector of length three for the 
anisotropy and six for the isotropy model. It was decided to give the texture and spatial features 
equal weight within each model by editing the distance metric used for clustering the anisotropy 
features. When clustering the isotropy features a traditional Euclidean distance metric is used, for 
the anisotropy features the following distance metric is used 

( ) ( ) ( )2
33

2
22

2
114),( yxyxyxyxd −+−+−= . (7)

The anisotropy texture feature is represented by the first attribute, while attributes 2 and 3 are the 
spatial coordinates. All features are standardized prior to clustering. Clustering was run at a number 
of scales and segmentation results were evaluated. On average clustering with k=80 produced best 
results. 

3.4 Quantitative evaluation    
Despite the significant advances in image segmentation algorithms, evaluation of such techniques 
tends to be largely subjective. In this study a relatively new quantitative evaluation technique 
known as the Normalized Probabilistic Rand (NPR) Index [24] was used. Segmentation is an 
inherently ill defined problem with no one ground truth to which segmentation can be compared. 
Rather then a comparison against a single ground truth, the comparison is made against the set of 
all possible perceptually consistent interpretations of the image, of which only a fraction is usually 
available. The algorithm quantifies the agreement of the segmentation with the inherent variation in 
a set of available ground truths.  

For each image in the data set, five ground truths are generated by five individuals. The 
authors accept there is an issue of statistical significance due to the relatively small number of 
ground truths per image. At this moment there does not exist a public available database of 
remotely sensed image in urban areas and their corresponding ground truths such as the Berkeley 
segmentation dataset [25] for natural scenes. 

4 Results 
For our data set we used five images of size 256x256 and for each of these five ground truths were 
captured. Using the methodology discussed above we evaluated anisotropy and isotropy texture 
feature extraction algorithms. Results are shown in table 1.  

Model/Image Image 1 Image 2 Image 3 Image 4 Image 5 Average 
Isotropy 0.12 0.23 0.32 0.29 0.50 0.29 

Anisotropy  0.13 0.23 0.31 0.30 0.50 0.29 
Table 1: NPR Index for each model and image in dataset. 

From the above we observe that the anisotropy and isotropy models both obtained almost identical 
results, each achieving an average index of 0.29 and a qualitative evaluation also confirmed this. 
Neither model returned a segmentation result of sufficient quality to be used as input to a land-use 
classification process as can be seen in figure 5. This suggests that accurate land-cover 
classification cannot be achieved using purely texture information. Intensity information must also 
be integrated to achieve a useful result. 
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(a) (b) 
Figure 5: Image (a) shows an urban scene and its corresponding segmentation result achieved using 

the isotropy model is shown in (b). Ordnance Survey (c) Crown Copyright. All rights reserved. 

5 Conclusions 
Anisotropy is clearly a property of texture in images taken from texture databases. In this paper we 
perform an experimental evaluation to see whether this is the case for texture contained in aerial 
image of urban areas and results suggest that in fact it is not. No performance gain is achieved by 
the anisotropy model as opposed the isotropy model when performing texture feature extraction. If 
our results provide an accurate depiction then using an isotropy model provides a number of 
benefits without suffering a loss in performance. Isotropy features offer reduced dimensionality 
leading to faster computation time. As mentioned above isotropy features also facilitate a smaller 
moving window size for feature extraction, leading to a reduced edge effect at land-cover 
boundaries. This work also suggests that segmentation derived using texture is not sufficient and 
intensity features must also be integrated to achieve an accurate land-cover classification [8]. 
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Abstract

In many image based object recognition activities, segmentation is a necessary pre-
liminary step. In cases where there is low contrast between objects and background, seg-
mentation can present significant difficulties. Occlusions are another significant problem.
Microscopy images often present segmentation problems, namely low contrast (in the case
of this paper, translucent objects) and occlusions. On the other hand, translucency gives
some hope for solution of the occlusion problem. This paper describes experiments with a
series of contour based methods aimed an segmentation of low contrast microscopy image
of shellfish larvae. The methods studied are: (i) watershed; (ii) active contours; (iii) level
sets; (iv) a novel boundary tracking method. We mention a possibly improved method of
edge detection, namely phase congruency method of detecting edges and corners. Practi-
cal results are given.

Keywords: Machine Vision, segmentation, active contours, pattern recognition.

1 Background and Objective

The particular objective is to identify and count larvae species in microscopy images (Campbell,
Slater, Gillespie, Bendezu & Murtagh 2005). Ideally the process would be fully automatic,
however a more realistic but nonetheless useful outcome would be a semi-automatic method
(Cutrona & Bonnet 2001). For example, via a graphical user interface a user might click on
objects to be identified. In previous work (Campbell et al. 2005), segmentation was identified
as a crucial step, yet one which presents considerable difficulty; in that work, segmentation
required manual assistance.
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Figure 1: Raw image.

There is also a general objective to investigate segmentation and shape recognition methods
applicable to microscope images. In much of the literature on microscopy image processing,
for example (de Pontual, Robert & Miner 1998), it appears that the methodology is constrained
by rather ineffective image processing packages. Consequently we attempt a limited survey of
method suitable for this application domain.

In optical microscopy, objects are often translucent, that is, there is overlap of grey-level val-
ues of objects and the background, also, there are occlusions. An example exhibiting both
translucency and occlusions shown in Fig. 2.

Figure 2: Occlusion example.

2 Methods

2.1 Watershed

The watershed method of Cutrona and Bonnet (Cutrona & Bonnet 2001) is based on seed
points. Seed points are manually selected points, inside and outside of the object and are
used to initialize the method; hence the method is only semi-automatic. The immersion of
the gradient surface begins only from those points and not from all minima. The watershed
segmentation process is as follows:
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(i) Seed points are selected manually by the user (Fig. 3); in the case of the software used
in this work; one point for each region and background. Obviously, the success of the
method depends on proper selection of seed points.

Figure 3: Watershed segmentation (i) raw data (ii) 8-bit image with seeded points (small dark
rectangles).

(ii) First Gaussian smoothing is applied 4(i), then edge detection is applied Fig. 4(ii); either
Shen-Castan (Shen & Castan 1992) or some standard gradient procedure. The Shen-
Castan method is a development of the Canny method (Canny 1986).

Figure 4: Watershed segmentation pre-processing (i) smoothing (ii) Shen-Castan edges.

(iii) The edge image is further processed with mathematical morphology dilation (Gonzalez
& Woods 2002). The dilation effect is to gradually enlarge the boundaries of regions.

(iv) Sample results are shown in Fig. 5.
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Figure 5: Watershed segmentation (i) watershed and regions (ii) segmented binary image.

2.2 Active Contours (Snakes)

Active contours (snakes) are used to locate shape features; the technique was introduced by
(Kass, Witkin & Terzopoulos 1987). The physical analogy is to consider a snake as a flexible
beam with energy that is composed of: an internal component which models the contour’s
smoothness and stiffness; and an external component which puts constrains on length and
curvature.

For a contour that is defined by c(s), s ∈ [0,1], the total energy is given by:

Esnake =

1

0
α(s)|c′(s)|2 +

1

0
β(s)|c′′(s)|2

︸ ︷︷ ︸
Internal Energy

−
|� I(x,y)|2︸ ︷︷ ︸

External Energy
(1)

where α(s) models lengths constrains, and β(s) models curve smoothness.

The active contour process is shown below.

(i) An initial contour is selected (inside seems to give better results) as in Fig. 6;

Figure 6: Active contour method: (i) raw image (ii) initialising contour

(ii) Next we select parameters: gradient threshold and regularization parameter for smooth-
ness;

(iii) The edge detection is obtained by a Canny-Deriche filter (Canny 1986);
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(iv) R esults are show n in F i g. 7.

F igure 7: A ctive contour m ethod: (i) edge im age (ii) result im age (iii) binary im age

2 . 3 Level Set a nd Fa s t Ma rchi ng Metho d

T he l evel set m ethod was i ntroduced by O sher and S ethian ( O sher & S ethian 1988) as a num er-
ical technique for com puting t he position of propagating f ronts and tracking t he m otion as t he
front evolves. T he m ethod em beds the curve in a higher dim ension function ψ and represents
the curve C (t = 0) as the zero level set (ψ = 0) of this function,

ψ(x, t = 0) = ± d, (2)

where d is the shortest distance from x to C (t = 0), t he sign ± is to distinguish betw een inside
and outside of the curve.

F i gure 8: P ropagating l evel set function ψ(x, y, t )

T he evolution equation f or ψ is:

ψt + F (x(t ))|�ψ| = 0, (3)

where F was defi ned by O sher and S ethian:

F (x(t ), t ) = c + κ(x(t ), t ), (4)

and κ(x(t ), t ) = div �ψ
|�ψ| is the curvature of propagating front and c is a constant.

In segmentation applications the propagating front will stop when it approaches the desired
object by meeting the following condition:
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ψt +g(�I)(c+ κ(x(t), t))|�ψ| = 0, (5)

where g is a smooth decreasing function. In the original paper it is:

g(�I) =
1

1+ |� I �Gσ|
,

where � in term: 1 + |� I � Gσ| denotes convolution of gradient image �I with a Gaussian
kernel parametrised by σ.

The level set equation eqn. 5 is solved using eqn. 6.

c|�ψ| ≈ max(ci j ,0)�+ +min(ci j,0)�−
, (6)

where:

�+ =
[
max(D−x

i j ,0)2 +min(D+x
i j ,0)2 +max(D−y

i j ,0)2 +min(D+y
i j ,0)2

] 1
2
, (7)

�− =
[
max(D+x

i j ,0)2 +min(D−x
i j ,0)2 +max(D+y

i j ,0)2 +min(D−y
i j ,0)2

] 1
2
. (8)

Fig. 9 displays implementation of fast marching method for segmentation of shellfish larvae,
results are after 11000, 21000, 23000 iterations respectively.

Figure 9: Fast Marching method: (i) 11000 iterations; (ii) 21000 iterations; (iii) 23000 itera-
tions.

We can conclude that, in this form, level set methods are unsuitable for objects like our larvae;
this is primarily because of the lack of homogeneity within the objects and the related problem
of translucency and occlusion.

2.4 Phase Congruency

The phase congruency edge detection (Kovesi 1999) is reported to be less sensitive to problems
of variable contrast and noise level and to provide better feature localisation; the latter feature
is attractive because of our desire to limit the occurrence of double edges. In normal edge
detection, variable edge strength (see, for example, Fig. 2) can be a significant problem because
of the need to set a fixed threshold. In addition phase congruency may provide better indication
of edge orientation. Detailed description of the method are given in (Kovesi 1999) and (Kovesi
2002). An example of phase congruency edge detection is shown in Fig. 10.
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Figure 10: Phase Congruency (i) phase congruency edge image, (ii) edge orientation.

2.5 Boundary Contour Tracking on Edges

Boundary tracking is introduced to cope with: (i) breaks in edges caused by poor contrast or
by occlusions and (ii) double edges.

The method tracks edge points that were obtained from the non-maxima suppressed, gradient
magnitude image. Only one neighbour pixel is selected which best satisfies gradient orientation
and distance criteria. The tracking process is applied in polar coordinates and is continued until
angular coordinates component reaches 2π, i.e. the contour is closed. Fig. 11 shows the results
of detection of object boundary using edge tracking methods (Hudy 2006).

We note that our edge tracking is dependent on the smoothness and broadly circular shapes of
our objects; of course, with appropriate parameters, it could cope with any shape.

Figure 11: Boundary tracking; can cope with weak edges; also with some cases of occlusions.

3 Conclusions

This paper has described experiments on contour based methods aimed an segmentation of low
contrast microscopy images. The methods studied where: (i) watershed; (ii) active contours;
(iii) level sets; (iv) phase congruency edge detection; (v) a novel boundary tracking method.

Results show that the watershed method perform well on object with strong edges; the method
does require initialisation of seed points but even with this requirement for manual input the
method could be operationally effective.

Active contour perform similarly to watershed method, but with disadvantage of requiring more
intricate initialisation
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It seems that the lack of level sets method is primarily because of the lack of homogeneity
within the objects and the related problem of translucency and occlusion.

Our novel edge detection method is very promising and appears capable of remedying many
of the before mentioned difficulties, such as variable strength edges, double edges, and some
occlusions.

Future work will adapt the edge tracking method to incorporate the supposedly superior edge
orientation information provided by phase congruency.

Acknowledgements. We acknowledge the invaluable comments of two anonymous referees.
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Abstract 
 

This paper details the implementation of a new adaptive technique for color-texture 
segmentation that is a generalization of the standard K-Means algorithm. The standard 
K-Means algorithm produces accurate segmentation results only when applied to 
images defined by homogenous regions with respect to texture and color since no local 
constraints are applied to impose spatial continuity. In addition, the initialization of the 
K-Means algorithm is problematic and usually the initial cluster centers are randomly 
picked. In this paper we detail the implementation of a novel technique to select the 
dominant colors from the input image using the information from the color histograms. 
The main contribution of this work is the generalization of the K-Means algorithm that 
includes the primary features that describe the color smoothness and texture 
complexity in the process of pixel assignment. The resulting color segmentation 
scheme has been applied to a large number of natural images and the experimental data 
indicates the robustness of the new developed segmentation algorithm. 

 
Keywords: Clustering, color extraction, diffusion filtering. 
 
 
1 Introduction    
 
Image segmentation is one of the most important precursors for image processing–based 
applications and has a crucial impact on the overall performance of the developed systems. Robust 
segmentation has been the subject of research for many years, but the published work indicates that 
most of the developed image segmentation algorithms have been designed in conjunction with 
particular applications. The aim of the segmentation process consists of dividing the input image 
into several disjoint regions with similar characteristics such as color and texture. Robust image 
segmentation is a difficult task since often the scene objects are defined by image regions with non-
homogenous texture and color characteristics and in order to divide the input image into 
semantically meaningful regions many developed algorithms either use a priori knowledge in 
regard to the scene objects or employ the parameter estimation for local texture [1]. The 
development of texture alone approaches proved to be limited and the use of color information in 
the development of joint color-texture models has led to the development of more robust and 
generic segmentation algorithms [2,3,4]. The area of color image analysis is one of the most active 
topics of research and a large number of color-driven segmentation techniques have been proposed. 
Most representative color segmentation techniques include histogram-based segmentation, 
probabilistic space partitioning and clustering [5], region growing, Markov random field and 
simulated annealing [6]. All these techniques have the aim to reduce the number of color 
components from the input image into a reduced number of components in the color segmented 
image that are strongly related to the image objects. 

In this paper we have developed a new technique that is a generalization of the standard K-
Means clustering technique. The K-Means clustering technique is a well-known approach that has 
been applied to solve low-level image segmentation tasks. This clustering algorithm is convergent 
and its aim is to optimize the partitioning decisions based on a user-defined initial set of clusters 
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that is updated after each iteration. This procedure is computationally efficient and can be applied 
to multidimensional data but in general the results are meaningful only if homogenous non-textured 
color regions define the image data. The applications of the clustering algorithms to the 
segmentation of complex color-textured images is restricted by two problems. The first problem is 
generated by the starting condition (the initialization of the initial cluster centers), while the second 
is generated by the fact that no spatial (regional) cohesion is applied during the space partitioning 
process. In this paper we developed a new space-partitioning scheme that addresses both these 
limitations.  

The selection of initial cluster centers is very important since this prevents the clustering 
algorithm to converge to local minima, hence producing erroneous decisions. The most common 
initialization procedure selects the initial cluster centers randomly from input data. This procedure 
is far from optimal because does not eliminate the problem of converging to local minima and in 
addition the segmentation results will be different any time the algorithm is applied. To circumvent 
this problem some authors applied the clustering algorithms in a nested sequence but the 
experimental data indicated that this solution is not any better than the random initialization 
procedure. In this paper we propose a different approach to select the cluster centers by extracting 
the dominant colors from the color histograms. The developed procedure is generic and proved to 
be very efficient when applied to a large number of images. There are other initialization schemes 
proposed in the literature and for more details the reader can refer to [7]. 

The second limitation associated with the K-Means (and in general clustering algorithms) 
is generated by the fact that during the space partitioning process the algorithm does not take into 
consideration the local connections between the data points (color components of each pixel) and 
its neighbors. This fact will restrict the application of clustering algorithms to complex color-
textured images since the segmented output will be over-segmented.  To address this issue we have 
generalized the K-Means algorithm to evaluate along with the pixel color information two more 
distributions that sample the local color smoothness and the local texture complexity. In this regard 
to sample the local color smoothness, the image is filtered with an adaptive diffusion scheme while 
the local texture complexity is sampled by filtering the input image with a gradient operator. Thus, 
during the space partitioning process, the developed algorithm attempts to optimize the fitting of 
the diffusion-gradient distributions in a local neighborhood around the pixels under analysis with 
the diffusion (color)-gradient distributions for each cluster. This process is iteratively applied until 
convergence is reached. We have applied the developed spatial clustering algorithm on a large 
selection of images with different level of texture complexity and on test data that has been 
artificially corrupted with noise.  
 
2 K-Means Algorithm 
 
In general, spatial partitioning methods are implemented using iterative frameworks that either 
attempt to minimize the variation within the clusters or attempt to identify the optimal partitions 
based on a set of Gaussian Mixture Models. In this paper we focus on the implementation of the K-
Means algorithm, although the methodology detailed in this paper can be applied to other 
clustering schemes such as fuzzy clustering [8] or competitive agglomerative clustering [9].  

The K-Means is a nonhierarchical clustering technique that follows a simple procedure to 
classify a given data set through a certain number of K clusters that are known a priori. The K-
Means algorithm updates the space partition of the input data iteratively, where the elements of the 
data are exchanged between clusters based on a predefined metric (typically the Euclidian distance 
between the cluster centers and the vector under analysis) in order to satisfy the criteria of 
minimizing the variation within each cluster and maximizing the variation between the resulting K 
clusters. The algorithm is iterated until no elements are exchanged between clusters. This clustering 
algorithm, in its standard formulation consists mainly of four steps that are briefly described below: 
 
Steps of the classical K-Means clustering algorithm: 

1. Initialization – generate the starting condition by defining the number of clusters and randomly 
select the initial cluster centers. 

2. Generate a new partition by assigning each data point to the nearest cluster center. 
3. Recalculate the centers for clusters receiving new data points and for clusters losing data points. 
4. Repeat the steps 2 and 3 until a distance convergence criterion is met. 
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As mentioned before, the aim of the K-Means is the minimization of an objective function that 
samples the closeness between the data points and the cluster centers, and is calculated as follows: 
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 is the distance (usually the Euclidian metric) between the data point  and the 

cluster center . As it can be easily observed in equation 1, the assignment of the data points may 
not be unique (a data point can be equally distanced from two or more cluster centers) a case when 
the K-Means algorithm doesn’t find the optimal solution corresponding to the global objective 
function J. In addition, it is sensitive to the initialisation process that selects the initial cluster 
centers (usually randomly picked from input data). If the initial cluster centers are initialised on 
outliers, the algorithm will converge to local minima and this is one of the major drwbacks of this 
space partitioning technique. More importantly this algorithm does not produce meaningful results 
when applied to noisy data or to tasks such as the segmentation of complex textured images or 
images affected by uneven illumination. Since the pixel assignment is performed only by evaluating 
the color information in a certain color space, the connection between the data point under 
evaluation and its neighbours is not taken into account, a fact that will lead to a partition of the 
input data into regions that are not related to the scene objects. In the remainder of this paper we 
will detail a histogram based procedure used to select the dominant colors from input data and the 
development of a new data assignment strategy that evaluates not only the pixel’s color components 
but also the local color-texture complexity, which allows us to obtain homogenous clusters.  
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3 Automatic Seed Generation  
 
Since the random selection of the initial cluster centers from image data is not an appropriate 
solution, we have developed a new scheme to perform the initialization for the K-Means algorithm 
with the dominant color components that are extracted from the color histograms of the input 
image. In this regard, we have constructed the histogram for each color channel and partitioned 
them linearly into R sections (where R is a fixed value, R>K and nk is the number of pixels 
contained in the bin k) and for each section of the histograms is determined the bin that has the 
highest number of elements: 
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=                                                              (2) 

We continue with ranking the peaks obtained from color histograms in agreement with the number 
of elements that are sorted in descending order. Finally, we form the color seeds (dominant colors) 
starting with the histogram peak that has the highest number of elements. This process can be 
summarized by the following pseudo-code sequence: 
 

1. Construct the histograms for each color channel 
2. Partition each histogram into R sections 
3. Compute the peaks in each section and rank the peaks, p1, p2,…, pR where p1 has the    
   highest number of elements 
4. Start to form the color seeds for highest peak pi  
       if(pi→red) mark the pixels in the red channel and calculate the gmean and bmean  for    
                 marked pixels from green and blue channels   
       if(pi→green) mark the pixels in the green channel and calculate the rmean and bmean  for  
                 marked pixels from red and blue channels   
       if(pi→blue) mark the pixels in the blue channel and calculate the rmean and gmean  for  
                 marked pixels from red and green channels  

             5. Form the color seed and eliminate pi from the list 
             6. Repeat the steps 4 and 5 until the desired number of color seeds has been reached.   
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4 Diffusion-based Filtering 
 
As it was mentioned in Section 3, one of our aims is to sample the local color smoothness. This can 
be achieved by filtering the data with a smoothing operator that eliminates the weak textures. The 
standard linear smoothing filtering schemes based on Gaussian weighted spatial operators or non-
linear filters such as the median, reduce the level of noise but this advantage is obtained at the 
expense of poor feature preservation (i.e. suppression of narrow details in the image). To 
circumvent this problem we have developed an adaptive diffusion based filtering scheme that was 
originally developed by Perona and Malik with the purpose of implementing an optimal, feature 
preserving smoothing strategy [10]. In their paper, smoothing is formulated as a diffusive process 
and is performed within the image regions and suppressed at the regions boundaries. This non-
linear smoothing procedure can be defined in terms of the derivative of the flux function that is 
illustrated in equation 3. 
  
                                                               ))(( uuDdivut ∇∇=                                                             (3) 
 
where u is the input data, D represents the diffusion function and t indicates the iteration step. The 
smoothing strategy described in equation 3 can be implemented using an iterative formulation as 
follows: 

∑
=

+ ∇∇+=
4

1
,

1
, ])([

j
jj

t
yx

t
yx IIDII λ                                                     (4) 

                                                              ]1,0()(

2

∈=∇







 ∇−
d
I

eID                                                         (5) 
 
where  is the gradient operator defined in a 4-connected neighborhood, λ is the contrast 
operator that is set in the range 0<λ<0.16 and d is the diffusion parameter that controls the 
smoothing level. It should be noted that in cases where the gradient has high values, the value for 
diffusion function D(∇I)→0 and the smoothing process is halted. 
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5 Spatial K-Means Clustering Algorithm (S-KM) 
 
One of the main problems associated with standard clustering algorithms is the lack of using any 
spatial continuity with respect to the local texture and color information in the space partitioning 
process. Thus the application of these algorithms is restricted to input images that are defined by 
homogenous color regions. Our aim is to develop a space-partitioning algorithm that is able to 
return meaningful results even when applied to complex natural scenes that exhibit large variation 
in color and texture. In order to produce accurate non-fragmented segmented results, we need to 
sample the homogeneity of a color-texture descriptor in a given region. Nonetheless the robust 
evaluation of the texture is a very difficult task, since the texture is not constant within the image 
and this would require complex models to describe it at micro and macro level. As we are 
interested in evaluating the complexity of the image locally, we reformulate the problem since we 
do not need precise models for texture and rather the evaluation of the local image complexity in a 
data with a reduced number of color components. Using these assumptions, a large number of 
algorithms have been developed to address the problem of robust segmentation of complex images 
and the most representative are the mean shift [2], adaptive clustering algorithm [3] and the 
extension of the diffusion based algorithms [10]. Our algorithm is novel, since it attempts to 
minimize the errors in the assignment of the data points into clusters by evaluating the local texture 
complexity using two measures that constrain the region intensity (color smoothness) and the 
spatial continuity (texture complexity). In this regard, the clustering algorithms are perfectly suited 
to perform this task and the main difficulty resides in the selection of optimal features that are able 
to produce clusters with spatial homogeneity. In addition, these measures have to be sufficiently 
generic, to be able to accommodate the local variation in texture scale and the local variation in 
color. To address these problems we propose to use two types of descriptors along with color 
information. To sample the local color homogeneity, we evaluate the distribution of the data in the 
image resulting after the application of the diffusion filtering (see equation 4). The local texture 
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complexity is sampled by the gradient data that is calculated using the Laplace operator that has 
been chosen for its low computational cost and its omni-directional properties (this assures 
immunity to texture rotation). Thus, the process of space partitioning is modified to accommodate 
these two distributions that are calculated as follows: 
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Using the equation 6, we calculate the distributions from diffused and gradient images in the local 
neighborhood (n, m) for each data point. The global objective function depicted in equation 1 is 
modified to accommodate the diffusion-gradient distributions as follows: 
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where is the local color smoothness distribution (calculated from diffused image) for the 

data point i, is the color smoothness distribution for cluster j,  is the local texture 

complexity (calculated from the gradient data) for the data point i,  is the texture 

complexity for cluster j, and KS is the Kolmogorov-Smirnov metric that is calculated using the 
following expression: 
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where the na and nb are the number of data points in the distribution Ha and Hb respectively. The KS 
similarity measure is bounded in the interval [0,2] and we have readjusted the metric j

j
i cx −)(  to 

be also bounded (normalization with respect to the maximum value of the respective color space, 
i.e. 255 for RGB). The HDiff

(j) and HGrad
(j) distributions are recalculated after each iteration. It is 

important to note that during the space partitioning process (minimization of the objective function 
illustrated in equation 7) the number of clusters are reduced, since some clusters from the initial set 
will disappear as the clusters become more compact after each iteration. The developed algorithm 
is convergent and to improve the computational overhead we have applied the K-Means algorithm 
in the standard form for the first 5 iterations and then the spatial and color continuity constraints 
HDiff

(j) and HGrad
(j) are evaluated. This approach also improve the stability of the algorithm, since the 

HDiff
(j) and HGrad

(j) distributions can be calculated only after the algorithm executes at least one 
iteration.  
 

6 Experiments and Results 
 
In this section we examine the performance of the developed algorithm on a large number of 
images. The first test is performed on a synthetic color image that is corrupted with noise 
(standard deviation 30 grayscale values – see Figure 1). To assess the efficiency of our 
method, we compare the results against the segmentation results returned by the mean shift 
algorithm, which is widely accepted as the standard color segmentation framework.  
Additional results are illustrated in Figures 2 and 3, where the algorithm has been applied to 
a complex natural image and a natural image defined by a low signal to noise ratio. It can be 
observed that our algorithm produces better visual results than the mean shift algorithm. The 
parameters for our method are set as follows: initial number of clusters = 10 and diffusion 
parameter = 30 (all images). The parameters for Comaniciu-Meer algorithm (Edison 
implementation) are set as follows: spatial filter=8, color=50 and minimum region size=200 
when applied to the noisy image illustrated in Figure 1(a), spatial filter=7, color=6.5 and 
minimum region size=20 when the algorithm was applied to the image depicted in Figure 
2(a) and spatial filter=7, color=15 and minimum region size=20 for the image depicted in 
Figure 3(a). The parameters for mean-shift algorithm are selected to generate the best results. 
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                                  (a)                                  (b)                                 (c) 
Figure 1.  Segmentation results on a test image. (a) Test image corrupted with Gaussian noise 

(standard deviation 30 grayscales). (b) Segmented result – our algorithm (final number of 
regions=3). (c) Segmented result –mean shift algorithm (final number of regions=3). 

 
 

   
                       (a)                                                (b)                                                  (c) 

Figure 2.  Segmentation results. (a) Input image. (b) Segmented result- our algorithm (final 
no of regions=7). (c) Segmented result – mean shift algorithm (final no of regions=223). 

 
 

      
                               (a)                                          (b)                                          (c) 

Figure 3. Segmentation results for a low-resolution natural image. (a) Input image. (b) 
Segmented result – our algorithm (final number of regions =6). (c) Segmented result – mean 

shift algorithm (final number of regions=27). 
 

Another aim is to evaluate the behavior of our algorithm with respect to different 
color spaces. As expected, the RGB color space is non-linear and does not provide optimal 
color separation and our experiments indicate that better segmentation is achieved when the 
color images are converted to YIQ and HSI color spaces. Figures 4 and 5 depict the 
segmentation results when our algorithm has been applied to two test images. Our 
experiments indicate that best segmentation is obtained when the images are converted to 
YIQ color space. To fully evaluate the performance of our algorithm we evaluated the 
segmentation error for a natural image and for its version corrupted with additional noise 
(see Figure 6) when compared to the ground truth (manual segmentation), while the 
parameters of the algorithm (for this implementation the diffusion and gradient distributions 
are calculated within a square window, n=m) are varied. From the graphs illustrated in Figure 
7, it can be noted the good stability of the developed algorithm when the parameters are 
varied.  From these graphs it can also be observed that the segmentation error tends to be 
reduced with the increase of the diffusion parameter and this is generated by the fact that the 
smoothing is more pronounced and this translates into a more discriminative power for 
diffusion distribution in equation 7. The selection of the optimal window size is a difficult 
problem since a large window increases the discriminative power of the HDiff  and HGrad 
distributions, but on the other hand increases the errors around the cluster borders. The 
optimal trade-off is achieved when the window size is set in the range [7×7, 11×11]. 
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       (a)                      (b) 

   
          (c)                  (d) 

Figure 4.  Segmentation results. (a) Test image. (b) Segmented result – RGB color space. 
(c) Segmented result – YIQ color space. (d) Segmented result – HSI color space. 

 

     
     (a)                                          (b) 

     
                                                 (c)                                          (d) 

Figure 5.  Segmentation results. (a) Test image. (b) Segmented result – RGB color space. 
(c) Segmented result – YIQ color space. (d) Segmented result – HSI color space. 

 

       
                                                     (a)                                             (b) 

Figure 6. Test images used in the evaluation of the developed algorithm. (a) Test image with low 
resolution. (b) Image corrupted with additional noise (standard deviation 30 grayscales). 
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Figure 7. Performance of the developed algorithm when the diffusion and window size parameters 
are varied (blue dark noiseless image-Figure 6(a), purple noisy image-Figure 6(b)).  

 
7 Conclusions 
 

The aim of this work is the development of a new color segmentation algorithm, which is a 
generalization of the K-Means clustering algorithm. In its standard form the application of the K-
Means algorithm to the segmentation of natural images is hindered by the fact that no constraints 
with respect to texture complexity or color continuity are employed during the space partitioning 
process. By reformulating the objective of the clustering process, we have developed a spatial 
constrained clustering algorithm that is found to be a powerful technique to identify continuous 
clusters in the color images that are strongly related with the scene objects. The developed 
algorithm has been tested and evaluated on a large number of natural images. The experimental 
data indicates that our algorithm is generic and it is robust to changes in local texture and produces 
accurate results even when applied to images characterized by a low signal to noise ratio. 
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Abstract

Current vision systems for driver assistance are now a huge focus within car
manufacturing companies. Such systems use sensor techniques to detect moving
objects, such as pedestrians, or cameras where 360o vision is possible using front and
rear cameras. The main advantage of using cameras is that visual data is crucial to the
detection of moving objects within lanes, the recognition of traffic signs, pedestrians
and of particular interest here, car headlights. However, a reliable vision based driver
assistance system using even the most sophisticated vision system is extremely difficult
as vehicles and objects vary in shape, size and colour and outdoor environments can be
very complex. An essential feature of car vision systems is real time recognition of
objects and environments. This paper presents a preliminary study into the development
of a real-time automatic car headlight dimming using an appropriate combination of
image analysis, neural networks topologies and training paradigms.

Keywords: Car Vision, image analysis, neural networks

1 Introduction

The long term goal of research into driver assistance is the development of robust and general
purpose vision systems with human level visual capabilities [3, 22]. The majority of the issues or
problems related to attempts to build general purpose vision systems mimicking the functionality of
our own sense arise due to the inherent complexities of human vision which has evolved over
millions of years to such an extent that the eye and the brain have become partly hard wired
through evolution. This fact, complicated further by the inherent parallel processing capabilities of
the brain, has meant that the majority of human visual and mental processing tasks are carried out
in a seemingly effortless fashion, at performance levels far beyond the capabilities of present
hardware/software configurations and, to a greater extent, in a manner that is beyond our current
understanding [6]. As a direct consequence of this it is now apparent that this research area is
intellectually a difficult task to undertake. Nevertheless, research in the area of developing vision
systems for driver assistance is attracting huge attention and is motivated by statistics which show
that the human and financial cost resulting from vehicle accidents are enormous [12].

Current vision systems for driver assistance use both active and passive sensors techniques.
Although active sensors such as radar [13, 16] and lasers [8] are the most popular because they
require minimal computational effort, they are severely limited in terms of scanning speed, and
interference across sensors in heavy traffic is a major problem. An alternative is to use passive
sensors such as cameras [4, 18] where 360o vision is possible using front and rear cameras. The
main advantage of using cameras is that visual data is crucial to the detection of moving objects
within lanes and the recognition of traffic signs, pedestrians, vehicles [21] and other objects is
greatly enhanced using this type of sensor. However, a reliable vision based driver assistance
system using even the most sophisticated system is extremely difficult as vehicles vary in shape,
size and colour and outdoor environments can be very complex.
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For effective use of car safety vision systems, it is essential that associated vision algorithms
must operate in real time. However, image analysis can and usually is a computationally intensive
task and current approaches [7, 9] therefore use a two step technique where initially the location of
a vehicle in an image is hypothesized (Hypothesis Generation) and a subsequent test is performed
to verify the presence of a vehicle (Hypothesis Verification). This technique has been applied to
problems such as vehicle detection under poor environmental conditions [15] and vehicle position
within lanes [23] to prevent vehicles departing these lanes. Also the technique has found use in
perception based systems for collision avoidance. Although this and others approaches [3] have
resulted in a large number of prototype vehicles, including Kanwal Jeet Seth’s automatic headlight
dimming switch, a highly robust and reliable real time vision system for driver support is yet to be
developed.

Common to all image processing techniques is the computational effort required which
prohibits solutions in real time. To enhance this performance metric research is now beginning to
focus on a hybrid of image processing, neural networks and sensory fusion [24]. The motivation for
this approach is based on the ability of these networks to learn and therefore classify by example
[2, 20]. Neural Networks are an information processing paradigm that is inspired by the way the
biological nervous systems process information. Key to this processing paradigm is the large
number of highly interconnected processing elements (neurons) working in unison to solve specific
problems. Neural networks have the ability to derive meaning from complicated or imprecise data,
and therefore can be used to extract patterns and detect trends that are too complex or ill defined for
traditional analytical methods, empirical rules or other computational techniques [2]. In 1993 Pal
and Pal [17] commented that neural networks would soon be extensively used in image processing
tasks and this has indeed become the case. Neural networks can readily be found in tasks such as
image reconstruction [1], image enhancement [18], feature extraction [10] and image segmentation
[14]. A full range of uses of neural networks in image processing tasks are outlined in [11]

This paper presents a preliminary study into the use of image analysis techniques combined
with neural networks in order to automatically dip car headlights based on the scene or image
ahead. Images are captured with a digital camera at dusk and night time, image histograms are
generated and these are fed to the neural network. Preliminary results are promising and indicate
that such an automated system could be developed. The neural networks topology, activation
function and training algorithm will be described in Section 3 and Section 4 will present the results
obtained using a sample of test images. A summary of our findings will be given in Section 5.

2 Image Analysis

The images currently under investigation were captured as still colour images, taken at night-time
and at dusk with either a vehicle or no vehicle present, and then converted to 256256 × greyscale
images for simplicity as the aim here is to determine if the neural network will readily train. The
image test set includes different scenarios such as a vehicle moving away from the camera, a
vehicle approaching the camera, and a vehicle situated in different areas of an image as the car may
be close or far away.

(a) (b)

Figure 1. (a) Original greyscale image; (b) Corresponding histogram
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Instead of feeding the entire 256256 × greyscale image to the neural network, a 2561× vector
representing the image is applied to the neural network for training and testing. As discussed
further in Section 3, in one scenario the 2561× vector is the result of image column summing, in
the other scenarios the 2561× vector represents the image histogram, as illustrated in Figure 1.

The aim of this research is to initially train the neural network to recognize the peaks in the
histogram that correspond to the brightness of the car lights in the images and recognize the rest of
the histogram as background information.

3 Using Neural Networks

3.1 Back Propagation Neural Network

The back propagation training algorithm [5] applied to a feed forward neural network is the most
common neural network based computation mechanism. They are simple and effective, and have
found use in a wide assortment of machine learning applications, such as character recognition.
Typically these networks are arranged in three layers: the input, hidden, and output layers as

illustrated in Figure 2. It should be noted that at any layer xL in the neural network, �
=

=

=
Ni

i
ixwLz

1
,

where N corresponds to the number of nodes in that layer and w is a random weight. Before any
data has been applied to the network, the weights are initialised randomly and the network is
trained until a successful outcome is achieved: here we define a successful outcome as => 7.0θ
dipped headlights and =< 3.0θ headlights, where θ is the output of the neural network.

Figure 2. Neural network topology: all neurons are identical with tan-sigmoid
activation function

Here, we use a back propagation neural network with supervised learning and a tan-sigmoid
activation function, )(zf . Due to its amplitude range, the use of a tan-sigmoid function enables
easier determination of the output θ using the z-axis as a threshold of the output function, see inset
in Figure 2. The back propagation training algorithm compares actual outputs with expected
outputs to calculate an error signal. The error is then back propagated from the outputs to the inputs
in order to appropriately adjust the weights in each layer of the network.

As the back propagation training algorithm compares actual outputs with expected outputs
these expected output must be selected by the user. For the purpose of our application of intelligent
car headlight dipping, for images input into the system that contained a car and the decision to
automatically dip the car headlight is expected, the expected output is set at 0.7 and likewise, for an
image input into the system that contained no car and hence the decision to maintain full headlight
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is expected, the expected output is set at 0.3. These expected outputs were arbitrarily chosen to
enable an error band around each required output within the range 0 to 1. During the training phase
there were two thresholds set on the neural network for the computed values, 0.4 and 0.6. Hence, if
the network after training computed an output 6.0> the system would dip and 4.0< the system
would not dip the headlights. These thresholds where set in order to improve the success rate of
the network.

The neural network was trained for two classifications (dipped headlights or full headlights)
using a set of 46 training images containing cars approaching the camera, moving away the camera
and without cars. It should be noted here that there was only one car in any image for the purpose
of this preliminary investigation.

3.2 Night-time Images

The initial investigation tested our neural network approach using only night-time images and
therefore the background was dark. Greyscale images were converted to binary images using an
empirically chosen threshold value of 240, as illustrated in Figure 3 and hence only the headlights
were visible. Each column of the image was summed to obtain a 2561× vector that contained
numerical peaks corresponding to the presence of car headlights anywhere within the image.
Subsequently a neural network was trained using these vectors and a 70% success rate was
obtained.

(a) (b)

Figure 3 (a) Greyscale image; (b) Corresponding binary image

On obtaining an encouraging success rate using the binary image vector input, we altered the
process to use the original greyscale images, illustrated in Figure 4, rather than the binary image.

(a) Oncoming car headlights (b) Car tail-lights (c) Image containing no car

Figure 4. Sample of the greyscale night-time images
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Instead of using a basic column summing approach, we applied the histogram data, corresponding
to the greyscale image, to the neural network. Hence, the neural network was still receiving 256
inputs with the inputs corresponding to the true image values. We trained the network several
times using a variety of topologies and achieved an 80% success rate, hence 80% of the time the
neural network classified a correct response when determining whether the car headlights should be
dipped.

3.3 Night-time and Dusk Images

Due to the success of this application using only night-time images, we extended the image data set
to include images captured a dusk, where cars would have their headlights on but the background
would not be completely dark and typical countryside scenery was visible, as can be seen in Figure
5. Again 256 inputs were applied to the neural network, corresponding to the greyscale image
histogram. Throughout the experimental training phase a number of different network topologies
were implemented and the topology yielding the highest percentage success rate, when trying to
make a decision as to whether the car headlights should be dipped, was selected. The neural
network that provided the highest rate of success of approximately 85% is a four layered topology
as illustrated in Figure 2.

(a) (b) (c)

Figure 5. Sample of the greyscale image captured at dusk

4 Preliminary Results

In order to test the neural network presented here, we used a set of 20 test images, a sample of
which is presented in Figure 6. This test set included a combination of dusk images, night-time
images and images containing no cars. Each of the 20 images in the test image set was applied to
the trained neural network described in Section 3.3.

As described in Section 3.1, there were two threshold values set on the neural network during
the training phase. However, this leaves an undefined region between 0.4 and 0.6 where no
decision is made. This clearly is not appropriate as the aim of this project is to make an intelligent
decision as to whether to dip car headlights. Therefore, for the testing phase, the threshold was
altered to 0.5, and hence if the neural network output is 5.0> , the system will dip the car
headlights and if the output is 5.0< , the system will not dip the car headlights. Table 1 shows the
actual outputs computed for each of the 20 test images with the corresponding expected output,
decision made by the intelligent system and whether the decision is correct. As illustrated in Table
1, the system made all of the decisions correctly except for 2 images. These images contained no
cars but were captured at dusk and hence the background information in the image has driven the
neural network output to be above threshold rather than below it. However, overall 90% of the
decisions made by the system are correct and these results are encouraging at this early stage of the
work.
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(a) (b) (c)

(d) (e) (f)

Figure 6. Sample of test images capture at dusk and night-time

Image Actual
Output

Expected
Output

Decision Correct
Decision?

Test Image 1 0.6397 0.7 Dip Yes
Test Image 2 0.2912 0.3 Full headlights Yes
Test Image 3 0.5909 0.7 Dip Yes
Test Image 4 0.6131 0.7 Dip Yes
Test Image 5 0.5876 0.3 Dip No
Test Image 6 0.6131 0.7 Dip Yes
Test Image 7 0.2863 0.3 Full headlights Yes
Test Image 8 0.5331 0.7 Dip Yes
Test Image 9 0.3087 0.3 Full headlights Yes
Test Image 10 0.6030 0.7 Dip Yes
Test Image 11 0.6661 0.7 Dip Yes
Test Image 12 0.7025 0.7 Dip Yes
Test Image 13 0.5079 0.3 Dip No
Test Image 14 0.2945 0.3 Full headlights Yes
Test Image 15 0.7189 0.7 Dip Yes
Test Image 16 0.2893 0.3 Full headlights Yes
Test Image 17 0.2950 0.3 Full headlights Yes
Test Image 18 0.6661 0.7 Dip Yes
Test Image 19 0.2840 0.3 Full headlights Yes
Test Image 20 0.2745 0.3 Full headlights Yes

Table 1.

In Table 1, the two images that have been incorrectly classified by the neural network, test image 5
and test image 13, were both captured at dusk, with no oncoming vehicle in the scene.
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5 Conclusion

We have demonstrated here that a neural network can be trained with approximately 85% accuracy
to interrupt a greyscale image histogram and make an intelligent decision whether the system
should dip the car highlights. This preliminary study uses only simple images containing one
vehicle but the preliminary results are encouraging and indicate that such an intelligent system
could be fully developed. Further work in this area will entail more detailed image analysis, for
example the current system may interrupt an image containing two street lights as an oncoming car
also we will consider images that contain more than one car, further image processing such as
feature extraction would distinguish between a vehicle and street lights. We will also consider
using both intensity and range data in order to determine if the light source is near or in the
distance. Ultimately the system will be developed to deal with a variety of environmental
conditions, backgrounds and multiple vehicles and will use image sequences captured in real-time
rather than simple still images.
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Abstract

As the fields of micro- and nano-technology mature, there is going to be an increased need for
industrial tools that enable the assembly and manipulation of micro-parts. The feedback mechanism
in a future micro-factory will require computer vision.

Within the EU IST MiCRoN project, a computer vision software based on Geometric Hashing
and the Bounded Hough Transform to achieve recognition of multiple micro-objects was imple-
mented and successfully demonstrated. In this environment, the micro-objects will be of variable
distance to the camera. Novel automated procedures in biology and micro-technology are thus con-
ceivable.

This paper presents an approach to estimate the pose of multiple micro-objects with up to four
degrees-of-freedom by using focus stacks as models. The paper also presents a formal definition for
Geometric Hashing and the Bounded Hough Transform.

Keywords: object recognition, tracking, Geometric Hashing, Bounded Hough Transform, microscope

1 Introduction
Under the auspices of the European MiCRoN[MiCRoN consortium, 2006] project a system of multiple
micro-robots for transporting and assembling µm-sized objects was developed. The micro-robots are
about 1 cm3 in size and are fitted with an interchangeable toolset that allows them to perform manipula-
tion and assembly. The project has developed various subsystems for powering, locomotion, positioning,
gripping, injecting, and actuating. The task of the Microsystems & Machine Vision Lab was to develop
a real-time vision system, which provides feedback information to the control system and hence forms
part of the control loop.

Although there are various methods for object recognition in the area of computer vision, most
techniques which have been developed for microscope imaging so far do not address the issue of real-
time. Most current work in the area of micro-object recognition employs 2-D recognition methods (see
e.g. [Begelman et al., 2004]) sometimes in combination with an auto-focussing system, which ensures
that the object to be recognised always stays in focus.

This paper presents an algorithm for object recognition and tracking in a microscope environment
with the following objectives: Objects can be recognised with up to 4 degrees-of-freedom, refocussing
is not required, tracking is performed in real-time.

The following sections of this paper will provide a formalism to Geometric Hashing and the Bounded
Hough Transform, how they can be applied to a pre-stored focus stack, and how this focus stack can be
used to recognise and track objects, the results, and finally we draw some conclusions.

2 Formalism
In applying Geometric Hashing and the Bounded Hough Transform to micro-objects, recognition and
tracking with three degrees-of-freedom is first developed. Later this is expanded to four degrees-of-
freedom.
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2.1 Geometric Hashing
[Forsyth and Ponce, 2003] provides a complete description of the Geometric Hashing algorithm first
introduced in [Lamdan and Wolfson, 1988]. Geometric Hashing is an algorithm that uses geometric
invariants to vote for feature correspondences.

2.1.1 Preprocessing-Stage

Let the triplet ~p := (t1, t2, θ)> ∈ P be the pose of an object and P := R3 the pose-space. dim(P ) =
3 is the number of degrees-of-freedom. The object can rotate around one axis and translate in two
directions. It can be found using a set M ⊂ Rd+1 of homogeneous coordinates denoting 2-D (d = 2)
feature points (here: edge-points acquired with a Sobel edge-detector) as a model

M :=
{

~mi = (mi,1,mi,2, 1)>
∣∣i ∈ {1, 2, . . .}

}
(1)

First the set of geometric invariants L(M) has to be identified. A geometric invariant of the model
is a feature or a (minimal) sequence of features such that the pose of the object can be deduced if the
location of the corresponding feature/the sequence of features in the scene is known.

Consider the example in fig. 1. In this case the correspondence between a two feature points ~s1, ~s2 ∈
S in the scene S ⊂ Rd+1 and two feature points ~m1, ~m2 ∈ M of the model M would reveal the pose ~p
of the object. Therefore feature tuples can serve as geometric invariants.

In practice only a small number of feature tuples can be considered. A subset of M ×M is selected
by applying a minimum- and a maximum-constraint on the distance between the two feature points of a
tuple (~l1, ~l2). Hence in this case, L is defined as L(A) =

{
(~l1, ~l2) ∈ A× A

∣∣ gu ≤ ||~l1 − ~l2|| ≤ go

}
for

any set of features A ⊆ Rd+1.

∑
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Figure 1: Geometric Hashing to locate a syringe-chip (courtesy of IBMT, St. Ingbert) in a microscope
image (reflected light) allowing three degrees-of-freedom

Geometric Hashing provides a technique to establish the correspondence between the geometric
invariants ( ~m1, ~m2) ∈ L(M) and (~s1, ~s2) ∈ L(S) where S, M ⊂ Rd+1.

To apply Geometric Hashing a function

t :
{

L(Rd+1) → R(d+1)×(d+1)

(~ln) 7→ T
(
(~ln)

) (2)

is chosen which assigns an affine transformation matrix T
(
(~ln)

)
to a geometric invariant (~ln) :=

(~l1, ~l2, . . . ~ln) in L(M) ⊂ L(Rd+1) or L(S) ⊂ L(Rd+1). The affine transformation inverses the trans-
formation which is designated by the sequence of features (~l1, ~l2, . . . ~ln). E.g. in this case t must fulfil

∀ ~p ∈ P, (~l1, ~l2) ∈ R3 × R3 : t
(
(R(~p) · ~l1,R(~p) · ~l2)

)
= R(~p) · t

(
(~l1, ~l2)

)
where R(

t1
t2
θ

) :=

cos(θ) − sin(θ) t1
sin(θ) cos(θ) t2

0 0 1

 (3)
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Furthermore t must conserve the pose-information, i.e. dim
(
aff(t(L(Rd+1))

)
= dim(P ) where

aff(X) is the affine hull of X .
Note that ~l and ~l′ are homogeneous coordinates of points, and for simplification we can use l3 =

l′3 = 1. Using this, a possible choice for t is given by

t
(
(~l, ~l′)

)
=

1√
(l′1 − l1)2 + (l′2 − l2)2

l′2 − l2 l1 − l′1 0
l′1 − l1 l′2 − l2 0

0 0 1

 1 0 − 1
2 (l1 + l′1)

0 1 − 1
2 (l2 + l′2)

0 0 1

 (4)

The choosen transformation t
(
( ~m1, ~m2)

)
maps the two feature points ~l and ~l′ on the x2-axis as

shown in figure 1.
Let h be a quantising function for mapping real homogeneous coordinates of feature positions to

whole-numbered indices of voting table bins of discrete size ∆s:

h :


Rd+1 → Zd

~x 7→ ~u where ui =
⌊

xi

xd+1 ∆s
+

1
2

⌋
, i ∈ {1, 2, . . . , d} (5)

[Blayvas et al., 2003] offers more information on how to choose the bin size ∆s properly. Note that
xd+1 = 1 since h is going to be applied to homogeneous coordinates of points only.

First a voting table VM : Zd × L(M) → N0 for the model M is computed (see alg. 1)1. In practice
VM only needs to be defined on a finite subset of Zd, while L(M) is finite if M is.

Algorithm 1: Creating a voting table offline, before doing recognition with the Geometric Hashing
algorithm[Forsyth and Ponce, 2003]

Input: Model M ⊂ Rd+1

Output: Voting table VM : Zd × L(M) → N0

/* Set all elements of VM to zero */
VM (·, ·) 7→ 0;
foreach geometric invariant ( ~mn) = ( ~m1, ~m2, . . . , ~mn) ∈ L(M) do

foreach feature point ~m′ ∈ M do
/* Compute index of voting table bin */

~u := h(t
(
( ~mn)

)
· ~m′);

/* Add one vote for the sequence of features ( ~mn) */
VM

(
~u, ( ~mn)

)
7→ VM

(
~u, ( ~mn)

)
+ 1;

end
end

(t
(
( ~m1, ~m2)

)
· ~m′) is the position of ~m′ relatively to the geometric invariant ( ~m1, ~m2) ∈ L(M).

This relative position is quantised by h and assigned to ~u. VM

(
~u, ( ~m1, ~m2)

)
is the number of features

residing in the bin of the voting table with the quantised position ~u relative to the geometric invariant
~m ∈ L(M).

2.1.2 Recognition-Stage

A random pair of features (~s1, ~s2) is picked from the Sobel-edges of the scene-image. All other features
of the scene are mapped using the transform t

(
(~s1, ~s2)

)
(see alg. 2). The accumulator a is used to

decide where both features are located on the object and whether they are residing on the same object at
all.

On success, sufficient information to calculate the pose of the object is available. The pose ~p =
(t1, t2, θ)> of the object can be calculated using:

R(~p) = t
(
(~s1, ~s2)

)−1
t
(
( ~̂m1, ~̂m2)

)
(6)

2.2 Bounded Hough Transform
As Geometric Hashing alone is too slow to achieve real-time vision, a tracking algorithm based on the
Bounded Hough Transform[Greenspan et al., 2004] was employed. Thus after a micro-object has been
located, it can be tracked in consecutive frames with much lower computational cost.

1N0 := N ∪ {0}
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Algorithm 2: The Geometric Hashing algorithm for doing object
recognition[Forsyth and Ponce, 2003]

Input: Set of scene features S ⊂ Rd+1

Output: Pose ~p of object or failure
Initialise accumulator a : L(M) → N0;
Randomly select a geometric invariant ( ~sn) = (~s1, ~s2, . . . , ~sn) from L(S);
foreach feature points ~s′ ∈ S do

/* Compute index ~u of voting table bin */

~u := h(t
(
( ~sn)

)
· ~s′);

foreach ( ~mn) ∈ L(M) do
/* Increase the accumulator using the voting table */
a
(
( ~mn)

)
7→ a

(
( ~mn)

)
+ VM (~u, ( ~mn));

end
end
/* Find accumulator bin with maximum value */

( ~̂mn) := argmax
( ~mn)∈L(M)

(
a
(
( ~mn)

))
;

if a
(
( ~̂mn)

)
is bigger than a certain threshold then

/* t
(
( ~sn)

)−1
t
(
( ~̂mn)

)
contains suggested pose of object.

Back-project and verify before accepting the
hypothesis[Forsyth and Ponce, 2003] */

else
/* Retry by restarting algorithm or report failure */

end

2.2.1 Preprocessing-Stage

The basic idea of the Bounded Hough Transform is to transform the positions of all features ~s ∈ S to
the coordinate-system defined by the object’s previous pose ~p. If the speed of the object is restricted by
r1, r2, . . . (i.e. |p′i − pi| ≤ ri, ~r ∈ Rdim(P )) and the change of pose is quantised by q1, q2, . . . (i.e.
∃k ∈ Z : p′i − pi = k qi, ~q ∈ Rdim(P )), the problem of determining the new pose ~p′ ∈ P of the object

is reduced to selecting an element ~̂d := ~p′ − ~p from the finite set D ⊂ P of pose-changes

D :=
{

~d ∈ P
∣∣∀i ∈ {1, . . . , dim(P )} : |di| ≤ ri ∧ ∃k ∈ Z : di = k qi

}
(7)

Fig. 2 illustrates how the Bounded Hough Transform works in the case of two degrees-of-freedom
(~p = (t1, t2)>). The hough-space of pose-changes D is limited and therefore only the features residing
within a small local area of M can correspond to the scene-feature ~s ∈ S. Each possible correspondence

DR−1(~p)~s

t1

t2
peak in Hough space

scene features
model features

local region

Figure 2: Bounded Hough Transform with 2 degrees-of-freedom

votes for one pose-change (in the general case it may vote for several different pose-changes). As one
can see in fig. 2, accumulating the votes of two scene-features already can reveal the pose-change of the
object.

First a voting table HM is computed as shown in alg. 3. In practice HM only needs to be defined on
a finite subset of Zd while D is finite.

The functions C : Rd+1 → P and W : Rd+1 → R+
0 are required to cover HM properly. In the case

of two degrees-of-freedom one can simply use C(~m) = {~0} and W (~m) = 1 if the quantisation of the
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Algorithm 3: Initialising voting table offline, before doing tracking using the Bounded Hough
Transform algorithm

Input: Model M ⊂ Rd+1, ranges ~r, quantisation ~q
Output: Voting table HM : Zd ×D → N0

/* Set all elements of HM to zero */
HM (·, ·) 7→ 0;
foreach pose difference vector ~d ∈ D do

foreach feature point ~m ∈ M do
foreach pose difference vector ~c ∈ C(~m) do

/* Compute index of voting table bin */

~u := h(R(~d + ~c) · ~m);
/* Update votes for pose-change ~d */

HM (~u, ~d) 7→ HM (~u, ~d) + W (~m);
end

end
end

translation in D does not exceed the bin-size (i.e. qi ≤ ∆s).
In the case of three degrees-of-freedom (~p = (t1, t2, θ)>) the density of the votes depends on the

features distance from the origin (radius). If the radius is large, several bins of HM may have to be
increased. If the radius is very small, the weight of the vote should be lower than 1 as the feature cannot
define the amount of rotation unambiguously. Therefore in the general case C and W are defined as
follows

C(~m) :=
{
~c ∈ P

∣∣∀i ∈ {1, . . . , dim(P )} : |ci| ≤
qi

2

∣∣∣∣∣∣δR(~x)
δxi

~m
∣∣∣∣∣∣ ∧ ∃k ∈ Z : ci = k ∆s

}
(8)

W (~m) =
dim(P )∏

i=1

min
(
1,

∣∣∣∣∣∣δR(~x)
δxi

~m
∣∣∣∣∣∣) (9)

In the case of three degrees-of-freedom C and W are defined using

(∣∣∣∣∣∣δR(
(t1, t2, θ)>

)
δt1

~m
∣∣∣∣∣∣, ∣∣∣∣∣∣δR(

(t1, t2, θ)>
)

δt2
~m

∣∣∣∣∣∣, ∣∣∣∣∣∣δR(
(t1, t2, θ)>

)
δθ

~m
∣∣∣∣∣∣)> =

 m3

m3√
m2

1 + m2
2


(10)

Note that ~m is a homogeneous coordinate of a point and therefore m3 = 1.

2.2.2 Tracking-Stage

The tracking-stage of the Bounded Hough Transform algorithm is fairly straightforward. All features of
the scene are mapped using the transform R(~p)−1 defined by the previous pose ~p of the object (see alg.
4). The accumulator b is used to decide where the object has moved or whether it was lost.

2.3 Four Degrees-of-Freedom
In practice the depth information contained in microscopy images can be used to achieve object recogni-
tion and tracking with four degrees-of-freedom. Recognition and tracking with four degrees-of-freedom
is achieved by using two sets of competing voting tables {VM1 , VM2 , . . .} and {HM1 ,HM2 , . . .}, which
have been generated from a focus stack of the object. Figure 3 shows an artificial focus stack of the text-
object “Mimas”, which is being compared against an artificial image, which contains two text-objects.

The voting tables for recognition can be stored in a single voting table V ∗
M if an additional index

for the depth is introduced. Furthermore during tracking only a subset of {HM1 ,HM2 , . . .} needs to be
considered as the depth of the object can only change by a limited amount. In practice an additional
index for change of depth is introduced, and a set of voting tables {HM1,2 ,HM1,2,3 ,HM2,3,4 , . . .} is
created from images of neighbouring focus-layers. During tracking only a single voting table in this set
needs to be considered.
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Algorithm 4: The Bounded Hough Transform algorithm for tracking objects

Input: Set of scene features S ⊂ Rd+1, previous ~p of object
Output: Updated pose ~p′ of object or failure
Initialise accumulator b : D → N0;
foreach feature point ~s ∈ S do

/* Compute index ~u of voting table bin */
~u := h

(
R(~p)−1 ~s

)
;

foreach vector of pose-change ~d ∈ D do
/* Increase the accumulator using the voting table */

b(~d) 7→ b(~d) + HM (~u, ~d);
end

end
/* Find accumulator bin with maximum value */

~̂d = argmax
~d∈D

(
b(~d)

)
;

if b( ~̂d) is bigger than a certain threshold then

/* ~p′ = ~p + ~̂d is the suggested pose of the object */
else

/* Report failure */
end

Figure 3: Geometric Hashing with four degrees-of-freedom
Figure 4: Test environment

3 Results
In order to observe the tools and micro-objects, a custom built micro-camera was developed and mounted
on a motorised stage (see fig. 4). The micro-camera has an integrated lens system and a built-in focus
drive that allows the lens position to be adjusted. The field of view is similar to that obtained from a
microscope with low magnification (about 0.8 mm×0.5 mm field of view).

The test environment (see fig. 4) allows the user to displace a micro-object using the manual trans-
lation stage. The task of the vision-system is to keep the micro-object in the centre of the image and in
focus using the motorised stage.

Figure 5 shows a list of results acquired on a 64-bit AMD processor with 2.2 GHz. The initialisation
time for the voting-tables has not been included as they are computed offline. First recognition using
geometric hashing was run on 1000 frames. The recognition rate indicates the percentage of frames,
when the object was recognised successfully. In a second test tracking was applied to 1000 frames.
The last column in the table shows the corresponding improved frame-rate. In both tests the graphical
visualisation was disabled (which saves 0.013 seconds per frame). To require less memory for VM and
HM , recognition and tracking are performed on down-sampled images. The disadvantage is that the
resulting pose-estimate for the micro objects is coarser.

The recognition rate can be increased at the expense of allowing more processing time. However
in reality a low recognition rate is much more tolerable than a low frame-rate. Furthermore recognition
is only required for initial pose-estimates, when new objects are entering the scene. As the tracking-
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Figure 5: Results for object recognition with Geometric Hashing in a variety of environments

video resolution
(down-
sampled)

time per
frame (recog-
nition)

stack
size

degrees-
of-
freedom

recognition-
rate

time per
frame (track-
ing)

384×288 0.20 s 7 (x, y, z) 88% 0.020 s

160×120 0.042 s 10 (x, y, z, θ) 87% 0.016 s

384×288 0.27 s 16 (x, y, z, θ) 88% 0.025 s

384×288 0.072 s 14 (x, y, z, θ) 88% 0.018 s

192×144 0.32 s 9
1

(x, y, z, θ)
(x, y, θ)

35%
45%

0.022 s

dry run (load
frames only) 384×288 0.0081 s - - - -

rate (the complement of the recognition-rate) always is near 100%, a low recognition rate does not
necessarily affect the overall performance of the system.

The recognition rates are particularly low when the object is small, when the object has few features,
when there is too much clutter in the scene image, or when multiple objects are present in the scene.
The reason is that the final feature (or feature-tuple), which leads to a successful recognition of the
object, needs to reside on the object. Furthermore both features of a feature-tuple need to reside on the
same object. If all corresponding features to the features of the model M are present in the scene S, the
probability of randomly selecting a suitable sequence of features is (|M |/|S|)n.

The focus stack must not be self similar. For example the depth of the micro-capacitor in fig. 7
cannot be estimated independently because a planar object which is aligned with the focused plane will
have the same appearance regardless whether it is moving upwards or downwards.

The grippers displayed in fig. 6 and 7 show a rough surface due to the etching step in the gripper’s
manufacturing process. From a manufacturing point of view it would be desirable to smooth out this
“unwanted” texture. This surface texture however led to the best of all results because it is rich with
features.

As both recognition and tracking are purely combinatorial approaches, the memory requirements for
the algorithms are high. In the case of the video showing the micro-gripper and the micro-capacitor, 130
MByte of memory was required for the tracking- and 90 MByte for the recognition-algorithm. State-
of-the-art algorithms like RANSAC (see [Fischler and Bolles, 1981]) use local feature context so that
less features are required. RANSAC in combination with Linear Model Hashing also scales better with
number of objects[Shan et al., 2004].

In Geometric Hashing, it is only feasible to compute VM from a small subset of M × M . By
considering only a part of M , one can reduce the size of HM in a similar fashion. Experimentally HM

was initialised only from features fulfilling ||~m|| q3 ≥ 1 without affecting the tracking performance.

4 Conclusion
The presented algorithm was applied successfully in a variety of environments: the micro camera envi-
ronment as shown in figure 4, reflected light microscope environment, and transmitted light microscope
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Figure 6: Micro camera image of gripper with
uniform background with superimposed pose es-
timate

Figure 7: Gripper placing a capacitor (courtesy of
SSSA, Sant’ Anna) with superimposed pose esti-
mates for gripper and capacitor

environment.
According to [Breguet and Bergander, 2001] the future micro-factory will most probably require

automated assembly of micro-parts. The feedback mechanism for the robotic manipulators could be
based on computer vision. A robust computer vision system which allows real-time recognition of
micro-objects with 4 or more degrees-of-freedom would be desirable.

The algorithm presented in this paper has been implemented using the computer vision library of the
Microsystems & Machine Vision Lab called Mimas, which has been under development and refinement
for many years. The library and the original software employed in the MiCRoN-project are available
for free at http://vision.eng.shu.ac.uk/mediawiki/ under the terms of the LGPL.
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Abstract 

A large number of algorithms have been proposed by researchers to reduce H.264 
computational complexity. Currently there is no method for reliably comparing the 
effectiveness of these algorithms. This paper proposes a method that allows direct 
comparison of the results obtained for various previously published low complexity 
H.264 encoding algorithms. The method is based on a new coding efficiency metric for 
unified bit rate and quality assessment. Pareto analysis is used to derive an optimal 
reference efficiency complexity curve using standard H.264 encoding tools and 
parameters. The paper demonstrates application of the method to the assessment of 
recently published low-complexity algorithms. The method shows that some published 
low complexity algorithms can be outperformed by simply adjusting the standard video 
encoder parameters. 

Keywords: Video Compression, H.264, Complexity Scaling, Pareto Analysis. 

1 Introduction 

The H.264 standard [1] was developed by the Joint Video Team (JVT) for video compression in 
applications where bandwidth or storage capacity is limited. Experimental results show that H.264 
provides better coding efficiency than MPEG-4 and H.263 at lower bit rates [2, 3] at the cost of 
significantly increased computational complexity.  

A large number of algorithms have been proposed by researchers to reduce MPEG-4 and 
H.264 complexity [10-15]. Most of these algorithms are focused on new methods for the most 
computationally complex components of the video encoder, i.e. Motion Estimation (ME) [8], 
Discrete Cosine Transform (DCT) coding and Mode Decision (MD).   

Unfortunately, there is no method for comparing the effectiveness of the various encoding 
algorithms. Most papers quote the percentage reduction in computational complexity relative to an 
arbitrary configuration of the JM reference encoder [5]. Variations in bit rate and perceptual quality 
are calculated in percentages relative to the reference encoder. Since different encoder 
configurations are used, the results described in different papers are not directly comparable and 
can be misleading. The impact of reduced complexity encoding schemes on both visual quality and 
bit rate is often not clearly stated.  

This paper proposes a single metric for accessing the effectiveness of video encoding. This 
metric allows direct comparison of the results obtained for various previously published low 
complexity H.264 encoding schemes. 
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It is well known that the computational complexity of the H.264 encoder can be scaled by 
simply adjusting the encoding parameter configuration, for example the search range and number 
of modes to be searched. However, to the author's knowledge, there have been no publications 
which provide an analysis of the optimal encoding parameters for a required complexity point. This 
paper presents the results of a Pareto analysis which identifies the optimum operating points for the 
H.264 video encoder obtained by scaling complexity via modification of the parameter 
configuration. The analysis is important for two reasons. Firstly, it allows system designers to 
select the best encoder operating point for a given processor. Secondly, it allows researchers to 
assess the performance of novel low complexity encoding algorithms relative to that obtained by 
simply modifying the parameter settings of the encoder. We believe that the methodology applied 
is generally applicable to other complexity scaling problems. 

The effectiveness of a number of published low complexity H.264 video encoding schemes is 
assessed by projecting their findings onto the Pareto curve. It was found that a number of papers 
use a sub-optimal reference encoder. While some ambiguity may arise from utilization of different 
software and hardware platforms, the results suggest that some published methods do not perform 
as well as simply scaling the video encoding parameters in an optimal fashion.  

The paper is structured as follows. Section 2 gives a definition of complexity and introduces 
a coding efficiency metric for bit rate and quality assessment. Section 3 describes the method itself 
consisting of complexity analysis for the H.264 reference encoder and development of a Pareto-
optimized H.264 complexity curve. Section 4 demonstrates application of our metric to recently 
published low complexity encoding algorithms. Finally, conclusions are given in Section 5. 

2 Theory 

There are two major components of computational complexity – time complexity and storage 
complexity. Time complexity is the number of computational operations required to execute a 
specific implementation of an algorithm. Storage complexity is the amount of memory required to 
perform the algorithm. In software implementation these two quantities determine the 
computational complexity of the algorithm on a specific hardware platform. This paper focuses on 
execution time, as derived from a reference software implementation of the H.264 encoder. 

Complexity scaling of a video encoder, such as H.264, is a trade-off between complexity, bit 
rate and visual quality. When reducing complexity C it is expected that there will be some increase 
in bit rate R and in distortion D:

)(CfR r , )(CfD d       (1) 

In general, the functions fr and fd have different characteristics. The computational 
complexity of the H.264 encoder for different encoding tool combinations has been partially 
evaluated in [2, 3]. A brief summary is given in Table 1.  

Table 1.  Summary of Tool-By-Tool Encoder Complexity Analysis 

Encoding tool Impact on the PSNR and bit rate Impact on the complexity 

1/4th Sub-pixel 
accuracy 

At low rates PSNR +0.07 dB, +4.7% bit rate. 
At high rates PSNR +0.04 dB, –12 % bit rate. 

Memory access frequency (MAF) 
+15%. 

Variable Block 
Sizes (VBS) 

PSNR +0.07dB to +0.02dB,  
bit rate –5% to –17%. 

Complexity increases linearly: +2.5% 
for each additional mode. Most of the 
bit rate reduction (75%–85%) is 
achieved using 4 modes. 

Hadamard 
Transform +0.02 to +0.12 dB PSNR, +2.4% bit rate. MAF +20%. 

CABAC Up to 16% bit reduction. MAF +25 to 30%. 

Search Range Size Negligible impact on PSNR and bit-rate. MAF is higher up to 60 times. 
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It can be clearly seen from these results that the complexity of the video encoder can vary 
widely with different settings for the tools. Obviously not every combination is optimal in the rate-
distortion sense. Unfortunately, the results do not provide information regarding the best 
combination of tools required to set the H.264 encoder complexity C to a specific operating point 
Ci. These measurements only provide a general picture of how H.264 complexity can be scaled.  

Furthermore, since different low complexity algorithms impact bit rate and distortion in 
different ways, it is often difficult to determine which algorithm is in fact more efficient at a given 
operating points. Since changing complexity effects both bit rate and distortion, the need arises to 
unify both quantities into a single metric. At present, the rate-distortion model is widely used in 
video coding for making optimal decisions where both bit rate and distortion are important. The 
model is based on the following Lagrange formula [7]: 

min { J },    where  RDJ       (2) 

where D is a distortion measure (usually Sum of Absolute Differences) and R represents bit rate. 
During video encoding, the Lagrange rate-distortion function J is minimized for a particular value 
of the Lagrange multiplier, .

Based on this, we introduce a coding efficiency metric, W, which is dependent on visual 
quality loss, D, and bit rate change, R, relative to a reference full complexity encoder: 

      W R D       (3) 

where R is a percentage, D is PSNR in dB and  is a constant relating bit rate loss and distortion 
increase. Thus, for any given computation complexity, Ci, the most efficient encoder can be 
identified as that providing minimum W.

The constant  can be interpreted as the percentage increase in bit rate equivalent to 1 dB 
loss in PSNR. Previous work reported in [16] determined that a 10% decrease in bit rate is roughly 
equivalent to a loss of 0.5 dB in PSNR. In our work,  was determined experimentally. Bit rate and 
PSNR were measured for four video sequences at QP settings of 26, 28, 30 and 32. CIF and QCIF 
sequences with high and low bit rates were selected for the analysis. The results were plotted, as 
shown in Figure 1, and the gradient determined by fitting a linear model. The gradient was found to 
vary between 3.62 and 29.6 with a mean of 12.9. Hence,  was set to 13 for calculation of W. To 
check the robustness of the method, extreme values for  were also tested in the Pareto analysis 
and were determined to have little impact on the findings.  
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Figure 1.    Example of Rate-Distortion graphs for Carphone, QCIF (left) and Container, CIF 
(right). Dashed lines indicate a gradient of R-D function. Calculated values are 
11.3 and 3.62 respectively.

Given the coding efficiency metric, W, it is now possible to compare the performance of 
various encoder configurations. This can be considered as an optimization problem. Given a 
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particular computational complexity requirement, what is the optimum encoder parameter 
configuration? Given that the encoder parameter configurations form a discrete set, we chose to 
solve the problem by Pareto analysis [9]. The efficiency of the encoder is assessed across a range of 
parameter configurations. These results are a projected on to a graph relating coder efficiency to 
computational complexity. The optimum encoder parameters can then be identified as those points 
leading to the points (Ci, Wi) which form the Convex Hull of the Individual Minima (CHIM). 
Parameter configurations corresponding to points inside the CHIM are sub-optimal.  

3 Method of Coding Efficiency Assessment 

The complexity distribution across all tools for the full complexity mode was profiled, i.e. full 
search, full VBS, search range 8, CABAC, full Hadamard, sub-pel accuracy on and de-blocking 
filter on. A wide range of different QCIF and CIF video sequences (298 frames each) with variable 
content were encoded at different QP settings using the JM 9.5 reference encoder, running on 
3GHz Pentium IV with 1Gb RAM. The average results are shown in Table 2. 

Table 2.  Complexity Distribution Between Different Encoding Tools in H.264  

Encoding tool % of complexity 

Motion Estimation (including Hadamard Transform) 66 

Mode Decision and CABAC 22 

Deblocking Filter 5 

Transform Coding 4 

Other (including I/O) 3 

It can be observed that the computational complexity of Motion Estimation dominates and 
therefore provides most potential of complexity scaling (i.e. search range size, Hadamard on/off, 
varying of sub-pixel accuracy), which is consistent with [8]. However, since the variation of VBS 
modes has a high impact on MD complexity, which is 22% with CABAC, VBS can also be 
considered as an important tool for the purposes of complexity scaling. Switching off the 
deblocking filter reduces complexity further by 5%. Transform coding in H.264 has negligible 
impact on complexity (only 4%) since the H.264 standard adopts a separable integer transform with 
properties similar to DCT instead of the actual DCT [4].  

In the next experiments in order to scale the complexity of the encoder from the full mode, 
search range size and number of VBS modes were varied. The limit of scaling is when the encoder 
operates in the lowest VBS mode with the search range size is equal to one. Additional simulations 
show that switching off sub-pixel accuracy in ME reduces complexity further at the cost of a 
significant bit rate increase and noticeable quality degradation. Utilization of UVLC instead of 
CABAC for low VBS also has a high impact on the bit rate and leads to an increase in complexity. 
Switching off Hadamard scales complexity to 28% with minimal bit rate increase and quality 
degradation. 

After encoder profiling it can be concluded that the computational complexity of the standard 
H.264 encoder can be scaled to 28% by adjusting only the standard encoding tools. The simulation 
results provide information on the combination of encoding tools and parameters that are optimal 
for setting H.264 encoder complexity to a specific operating point iC .

Using the results obtained during the previous experiments, Wi was calculated for each 
complexity point Ci as given in equation (3) with =13. For each (Ci, Wi) calculated, (Cj, Wj) where 
Ci Cj and Wi Wj we leave only (Ci, Wi) and discard (Cj, Wj). Therefore the CHIM of the Pareto 
surface is isolated. The variation of W with complexity averaged across all sequences is plotted in 
Figure 2 with optimal points marked as crossed squares and non-optimal points as hollow 
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diamonds. Values for R, D and W from Figure 2 and H.264 parameter settings are given in 
Tables 3 and 4, respectively. 
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Figure 2.  Variation of W-metric with Complexity of Encoder 

As can be observed from Table 3, the function fd has Dmax = 0.37 dB and, at the same time, 
complexity is gradually scaled down to 28% from its highest settings, resulting in up to a 17% of a 
bit rate increase R.  Perceptual evaluation of visual quality reveals no anomalies in the encoded 
sequences. The slight quality degradation measured between full and minimal complexity modes 
only can be noticed on still images. 

Table 3.  Optimal Points on Complexity Curve 

Complexity, % Value  

79 73 64 58 54 47 42 41 39 38 37 33 32 28 
R, % 0.5 0.8 1 1.4 2.4 2.9 4.3 6.4 7.4 9.3 12.3 13.4 14.9 16.9 
D, dB 0.01 0.12 0.12 0.13 0.14 0.14 0.15 0.16 0.2 0.21 0.27 0.27 0.28 0.37 
W 0.69 2.48 2.7 3.16 4.26 4.88 6.49 8.61 10.1 12.2 15.9 17 18.6 21.8 

Table 4.  H.264 Encoding Tools Settings for Reference Curve 

Complexity, % Encoding 
tool 

100 79 73 64 58 54 47 42 41 39 38 37 33 32 28 
VBS 7 7 4 4 4 3 3 3 3 2 2 1 1 1 1 

Search 
range 8 4 8 6 4 6 4 2 1 2 1 4 2 1 1 

Hadamard on on on on on on On on on on on on on on off 

In order to investigate the behavior of the Pareto curve further from the ‘knee’, additional 
experiments were performed with the same configuration as for the 100% complexity point, except 
search range size was increased to 32. W averaged across all sequences was –0.07 while 
complexity increase is 345% from reference point (or about 4.5 times). Thus, increasing the search 
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range further than 8 for QCIF and CIF images provides little PSNR or bit rate advantage, but does 
lead to a significant complexity increase. This result is consistent with [2, 3]. It is recommended to 
avoid large search ranges for low video resolutions.  

The Rate-Distortion Optimization (RDO) tool [6] was also tested for the same reason. When 
switched on, it gives around a 295% complexity increase, while W drops to –2.83. Since this 
complexity point is so far from the Pareto ‘knee’, again, it is not included in the graphs. However, 
when working on optimizing of RDO algorithm (e.g. [12]), developers may want to extend the 
complexity curve with this point for assessment purposes. 

Finally, it can be concluded that the optimal set of H.264 parameters given in Table 4 is 
generally suitable for the purposes of H.264 complexity scaling. The complexity curve can be 
refined further by running more experiments in the desired range.  

4 Assessment of Published Algorithms 

For the purpose of illustration, several recently published algorithms were investigated [10-15]. 
The method proposed in [10] utilizes motion vector cost and previous frame information for 
adaptive threshold cost based selection of macroblock (MB) mode. Fast multi-block selection [11] 
is based on the idea of detecting fast and slow moving areas of the frame and processing them 
differently. The algorithm proposed in [12] utilizes a special block matching order combined with 
SAD pre-calculation for reducing ME complexity and for skipping spatial predictive coding. The 
method [13] is based on the correlation of motion vectors across the various MB partitions. The 
block mode selection algorithm in [14] relies on two factors – complexity of macroblock and MB 
mode from previous frame. The low complexity encoding scheme described in [15] uses VBS 
prediction from the surrounding MBs. 

Based on the simulation results provided by the authors, the W-metric was calculated for 
each algorithm and plotted along with the reference complexity curve, as shown in the Figure 3.  
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Figure 3.  Comparison of Published Algorithms with Reference Complexity Curve 

It can be seen that algorithms [10] and [13] provide complexity reduction around 40%, but 
[10] at the cost of significant bit rate increase (resulted high W). Better results than [10] can be 
achieved by running H.264 with the parameters given at Table 4 for the complexity point of 58%. 
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Alternatively, to achieve W around 13.9 as in [10], the 38% complexity point can be chosen, thus, 
the same bit rate and quality results will be achieved by simply reducing VBS number and search 
range size. The algorithm in [14] is also not optimal – with only 25% of computational reduction 
the resulting W lies almost on the Pareto convex hull. It is preferable to use the configuration 
associated with the 79% complexity point. 

In contrast, algorithms in [11] and [15] perform much better than the scaled reference 
encoder. Both provide quite significant complexity reduction of around 65% and have relatively 
low W. This can only be obtained by scaling the reference encoder to a complexity point of 70–
80%. Thus, these algorithms are about 2.3 times more efficient than reference JM encoder.  

The algorithm in [12] uses an improved rate-distortion technique and reports a significant 
complexity reduction, but calculated relative to a reference encoder with RDO on (i.e. relative to 
295% instead of 100%). Plotted on the curve, it results of W = –1.96 without reducing complexity 
significantly relative to the reference encoder with RDO off (only 10%). However, since similar W
can only be achieved by running JM with RDO tool, the algorithm provides better bit rate than the 
reference encoding configuration.  

5 Conclusions 

In this paper a method for accessing the effectiveness of low complexity H.264 video encoding 
algorithms was proposed. The method allows direct comparison of the results obtained for various 
previously published low complexity H.264 encoding schemes. It has been demonstrated that by 
introducing a coding efficiency metric as a single measure, the assessment of bit rate and 
perceptual quality can be unified. 

To the author's knowledge there have been no publications providing an analysis of the 
optimal encoding parameters for a required complexity point. The computational complexity of the 
H.264 encoder was scaled by adjusting the encoding parameter configuration. Pareto analysis was 
introduced for identifying the optimum operating points. The obtained results not only demonstrate 
the general picture of H.264 complexity scaling, which was found to be consistent with other 
publications, but, more important, they allow systems designers to select the optimum encoder 
operating point for a given processor. 

The effectiveness of a number of published low complexity H.264 video encoding schemes 
was assessed by projecting results provided by the authors onto the Pareto curve. It was found that 
a number of papers use sub optimal configurations for the reference encoder (i.e. [10], [14]). While 
some ambiguity may arise from utilization of different software and hardware platforms, the results 
suggest that these methods do not outperform a reference encoder with encoding parameters scaled 
in an optimal fashion.  
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Abstract 
 
Modern astronomical imaging systems are generating enormous amounts of data. 

These data volumes present significant challenges in terms of storage and analysis. A 
new photometric imager currently being developed at CIT has the capacity to acquire 
1.2 million images (1 TByte) per night. Processing these data in an efficient way will 
require novel analysis procedures to be developed. One approach - distributed 
processing, offers a potential solution to this problem that is both cost effective and 
highly efficient.  

 
In this paper we present the design of a distributed system currently being developed 

to manage and process data from this new instrument. The system called Quick:silver, 
has been developed using Microsoft’s .NET Framework and utilizes MATLAB as its 
processing engine. We describe the motivation behind its development and an 
overview of its design. A preliminary characterization of the system indicates that a 
distributed processing approach to dealing with data from this instrument can provide 
significant improvement in the rates at which image processing procedures can be 
applied.      
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1 Introduction 
 
A number of instrument projects in progress around the world highlight the significant role 
astronomy plays in the development of high performance imaging systems. The design of these 
instruments is driven by specific scientific objectives which often require the development of 
highly novel systems possessing impressive performance characteristics. A key feature of these 
projects is that their innovative nature offers a unique window for studying complex phenomena 
currently unexplored by more conventional systems. The challenges presented by the development 
of such systems do not only apply to their design and manufacture but also extends to the process 
of dealing with the data these instruments generate. In particular, two directions of instrument 
development highlight the data generation challenges currently faced by astronomy; these 
movements are aimed at i) increasing the imaging area of the sensor used and ii) increasing the rate 
at which images are acquired. Increasing the area of a sensor allows a telescope to image larger 
areas of the sky at a given resolution and is useful for conducting surveys or detection programmes 
(such as searching for near-earth objects). The Quest Large Area Camera at Palomar Observatory, 
for example, is constructed using 112, 600×2400 pixel charge coupled devices (CCDs), giving it a 
total of 161×106 pixels [1]. Another instrument intended for survey applications is OmegaCAM 
which uses 32 CCDs (2048×4096 pixel), giving a total of 268×106 pixels [2]. While these 
instruments maximize sensor size for their intended application, others maximize speed. Perhaps 
the best known instrument in this category within the astronomical community is ULTRACAM [3]. 
ULTRACAM is a 3-channel instrument which images in the ultraviolet, visible and red wavebands. 
For each channel it employs a single 1024×1024 pixel CCD which can be operated in an optimized 
“windowed mode” to provide frame rates in excess of 500Hz (500 images/s). Clearly, from the 
description of these projects, they have the potential to produce huge amounts of data. These data 
not only need to be stored but must also be processed and analyzed in acceptable time. Of concern 
is the fact that this data trend does not show signs of abatement, in fact, despite the impressive data 
generation potential of these projects, a new astronomical instrument called TOφCAM (Two-
Channel Optical Photometric Imaging Camera – pronounced “toffee- cam”) stands at the threshold 
of generating data at a rate of 1TByte per night. The prospect of dealing with enormous data sets of 
this kind requires that existing approaches to astronomical image and data processing change 
significantly, not only in the manner in which processing is conducted but also in relation to how 
applications are developed and deployed. In response to the processing requirements of this 
instrument, a distributed image and data analysis pipeline called Quick:silver is being developed 
using the Microsoft .NET Framework. At its current stage of development Quick:silver supports 
the deployment of image processing and data analysis applications developed in MATLAB to 
multiple networked computers which have MATLAB installed, providing a novel method for 
processing astronomical images in a more efficient way. 
 
In this work, we present the motivation, design and the initial results of performance tests on 
Quick:silver, a distributed computing “backbone” to support the use of MATLAB as a delivery vector 
of scientific and numeric processing applications during the development and commissioning of the 
TOφCAM instrument. In the remainder of this section we briefly outline the scientific motivation 
and characteristics of TOφCAM. We illustrate the significant impact a distributed computing 
approach can have in dealing with the enormous amounts of image data associated with the 
instrument and we outline our rationale for choosing MATLAB as the development and deployment 
method for Quick:silver. In Section 2, we describe the design and implementation of the system, 
illustrating how the system supports deployment from MATLAB. In Section 3, we present initial 
results on Quick:silver performance in applying a MATLAB image processing routine to a set of test 
images. Finally, Section 4 contains our concluding remarks on the system and an outline of our 
planned future work.    
 
1.1  High-Time Resolution Imaging and TOφCAM 
 
High-time resolution imaging (HTRI) is one example of the use of highly specialized 
instrumentation which offers a unique opportunity to study specific physical phenomena. An 
emerging field in astronomy, HTRI is applied where accurate measurements of light intensity are 
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required over very short time-scales, as short as milliseconds. This type of imaging can be used in 
the study of objects exhibiting either rapid or transient brightness variation characteristics, the 
fastest examples being millisecond Pulsars. HTRI has also been applied to enhance ground based 
telescope observations by overcoming atmospheric turbulence limitations on the resolution of 
telescopes. TOφCAM is a high performance imager currently being developed by the Astronomy 
& Instrumentation Group (AIG), in the Department of Applied Physics & Instrumentation at Cork 
Institute of Technology. TOφCAM is a two-channel photometric imager which splits an incoming 
light beam into two channels (or wavebands) using a dichroic beam splitter. Each channel image is 
then sensed using a 512×512 Andor iXon CCD camera capable of operating in full-frame mode at 
34Hz (and a “windowed mode” up to 440Hz). With each channel being acquired at this frame rate 
and using for example, 14-bit pixel digitization, the data storage rate is expected to be 
~29MBytes/s. If we assume that the instrument operates continuously over a 10 hour observing 
run, it will acquire ~1.2 million raw images occupying ~1TByte. 
 
1.2 Distributed Processing for Image and Data Analysis 
 
Processing 1.2 million images per night would be extremely inefficient if conducted by a single 
computer. For example, if the computer could fully analyze each image in 1 sec, the entire data set 
would require 2 weeks to process. This latency limits the number of scientific applications the 
instrument can be applied to, impacting on the overall scientific return possible from the system. 
Ideally, in the study of phenomena with rapidly varying characteristics, we would like to be able to 
monitor in real-time. Many astronomical objects, such as Pulsars exhibit characteristic variability 
on time-scales of minutes or less, which, if we could detect quickly enough, would allow us to 
adapt an observing schedule to study these changes in greater detail and facilitate coordinated 
multi-location observing. To reach this level of observational flexibility we would require 
processing times of 0.1 seconds per image or better on a single computer. This would reduce the 
full data set process time to just over 1 day. If an in-line processing system was used, most of the 
data could then be processed before the nights observation was completed and facilitate the 
possibility of dynamic scheduling. Alternatively, a different paradigm for processing could be 
employed, utilizing not one but a group of computers processing sections of the data set in a 
coordinated, parallel fashion. This paradigm, known as distributed processing, represents a very 
real possibility for solving this type of problem offering both an efficient and cost effective 
solution. Distributed processing involves the division of a linear process which runs on a single 
computer, into a number of independent processes that can be executed on several computers in 
parallel [4]. The attractiveness of a distributed approach lies in the relationship between process 
speedup and the number of computers (or nodes) used. Ideally, if N nodes are used then the 
expected process speedup is N; however, in practice this will apply only to a point, after which the 
addition of nodes will not result in any significant process speedup and may in fact reduce overall 
process speed. The degree to which a system adheres to this linear relationship is called scalability.  
Now, even if an image were processed in 1 sec on a single computer, based on the expected 
behavior of a distributed system an effective image processing rate of 0.1 seconds could be 
achieved through the use of N = 10 nodes. There is however a special case in which the expected 
speedup for a given number of nodes can be exceeded, suggesting that fewer nodes could achieve 
an equivalent or faster processing rate. This behavior, known as superlinear speedup, is achievable 
if the distributed process is very efficient, having low communication overhead, efficient algorithm 
implementation or optimized memory usage, but does have implications for the scalability of the 
system.     
 
1.3 MATLAB 
 
“MATLAB has established itself as the de-facto standard for engineering and scientific computing” 
[5]. Among the features which have led to the widespread acceptance of MATLAB are its ease of 
use, high level of abstraction which provides scientist’s and engineers with a powerful rapid 
prototyping and development resource, and its high quality numerical routines. Coupled with this 
are its many toolboxes and functions which extend its application potential to many different areas 
such as image processing. These factors make MATLAB ideal for the development of an instrument 
Data Reduction Pipeline (DRP). A DRP can be defined as a set of logically contiguous data 
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processing operations designed to transform data from one functional level to another [6]. For 
TOφCAM data, these processing operations include instrument correction, determination of objects 
of interest in each image and the generation of instrumental brightness data for each of the objects 
under examination.  
 
2 System Implementation 
 
Quick:silver has been developed using the Microsoft .NET Framework and controls all aspects of 
process distribution and communication. The .NET Framework provides high level functionality 
allowing scientists and engineers to rapidly develop applications and allows easy integration into 
future technologies [7]. 
MATLAB is used as the processing engine located at each node of the system. A clear advantage of 
using MATLAB in this way is that existing resources on a network can be utilised and any scripts 
already developed can be adapted for use with the system. While other efforts have been made to 
provide distributed MATLAB operation [8][9], Quick:silver’s primary advantage over these 
approaches are its simplicity and flexibility. Quick:silver will not require the user to have any 
knowledge of the distributed system, it will be transparent, being presented as a simple function 
that can be included in a MATLAB script. Transparency is an important factor in the acceptance of a 
distributed computing application [10].  
At this stage of development Quick:silver supports the distribution of MATLAB scripts only, but it is 
planned in future work to allow executable programs to be distributed also. This means, for 
example, that image processing applications developed perhaps in C/C++, which use the OpenCV 
library, can also be used with the system. A general system schematic is shown below illustrating 
how Quick:silver currently interacts with the user and nodes (Figure 1). 

 
Figure 1. Schematic representation of Quick:silver system. The user interacts with 
the system by calling a function within MATLAB. This function will allow the 
user to specify a job in an XML document which is sent to Quick:silver for 
processing. (* This stage of the process is not yet implemented). 

 
2.1 Process Description 
 
Quick:silver uses a client–server process model. Each node is required to have a version of MATLAB 
(with additional toolboxes where necessary) and the Quick:silver client program installed. 
Currently, to use the system, the user must compose an XML (eXtensible Markup Language) 
formatted document detailing; i) a list of images to process and ii) the MATLAB script(s) to be used 
on each image. The document in which this information is specified is called a JOB and defines 
which node will process an image, and also facilitates the use of different MATLAB scripts on 
different images. A list of participating nodes must also be provided but this is currently not 
specified in XML format. Once started, the Quick:silver server then manages all aspects of the 
distributed process for the user which includes splitting the JOB into TASKs for processing by a 
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single node. Later versions will automatically generate the XML JOB description using high level 
information provided by the user. XML was used to specify JOBs and TASKs within the system 
because it is human readable, supporting traceability and validation, and is extendible allowing for 
the inclusion of new process parameters as the system develops. These XML files are very small in 
size and require very short processing (parsing and validation) times by a node.  It is planned that 
the user will be able to integrate script distribution transparently into existing analysis procedures 
through the use of a simple MATLAB function call. Interacting through a simple MATLAB function 
makes code more readable and allows an existing script to be modified for distribution with little 
modification to the original code. A process overview is provided below (Figure 2). 
 

 User starts system and specifies: 
- XML JOB description to use, 
- list of potential nodes. 

 Quick:silver queries nodes to confirm participation in process. 
 Quick:silver splits JOB into smaller TASKs and sends each node a TASK description. 
 Node reads TASK and downloads image (and script if needed) from the server. 
 On completion of current TASK, node requests next TASK. 
 When all TASKs are completed, each node returns its TASK results. 
 Results are collated and presented to the user. 

 
Figure 2. Overview of Process Distribution. 

 
3 Performance Characterisation 
 
The system was assessed by applying a simple image pre-processing procedure to a group of 
images and determining a performance metric based on the observed results. A test image dataset 
was composed of four groups, each group consisting of 100 images. Each group corresponded to a 
size category of 256×256, 426×438, 852×876 and 1704×1752 pixels. The time taken for the 
distributed system to apply the pre-processing procedure to all the images in a group was recorded. 
This process was repeated a total of ten times, each time incrementing the number of nodes in the 
system. The times recorded for a particular processing run on a group were then used to determine 
a performance metric for the system. 
 
3.1 Image Pre-Processing Procedure 
 
To illustrate the application of the system to image processing problems we composed a MATLAB 
script, using functions from the MATLAB image processing toolbox, to perform a pre-processing 
procedure which might be used to locate stars within an image of a sparse star field. While this 
procedure is simple, it is nonetheless effective and easy to verify which supports direct comparison 
of performance with other distributed computing systems. The script convolves a 5×5 low pass (or 
smoothing) filter with an image to remove noise artefacts (which generally exhibit rapid spatial 
variation), then the edges within the image are detected using a Sobel edge detector. MATLAB’s 
edge detection function with Sobel option produces a binary image. The resulting binary image is 
then clustered to identify localized spatial features. Finally, the centroid of each of these features 
(which are assumed to be stars) is determined. The source code for this procedure is shown below 
(Figure 3).      
 
 
F = [1 4 6 4 1]; 

 

F2 = F'*F;  
F2n = F2./sum(sum(F2)); % Normalized 2D low pass filter 
Filtered_I = filter2(F2n,I); % Apply filter to image I 
Edge_I = edge(Filtered_I,'sobel'); % Edge detection 
L = bwlabel(Edge_I); % Cluster binary image 
xy = regionprops(L,'centroid'); % Find centroid of each cluster 

 
 

Figure 3. MATLAB code for test image pre-processing routine. 
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3.2 Characterization Results 
 
A clear distinction is observed between the processing times (measured by elapsed time) required 
for each image size category which can be attributed to the additional processing times associated 
with larger image sizes (Figure 4). This is evident in the separation between each set of image 
category processing times. Within each set of category results we observe that the addition of nodes 
reduces the processing time associated with that category, highlighting an advantage of processing 
in a distributed fashion. In order to determine more accurately the effect of additional nodes, a 
procedure of normalizing each set of image category results is applied. This procedure allows us to 
observe the relative improvement in rate of processing, or speedup [11], provided by the addition 
of nodes to the distributed system. The speedup, SN , provided by a distributed system comprising 
N nodes is defined by: 

1
N

N

TS
T

= , Eqn. 1 

where T1 is the time to complete a process on a single node and TN is the time to complete the 
process on a distributed system comprising N nodes. 
 

Image Sizes
1704 x 1752
852 x 876
426 x 438
256 x 256

 
Figure 4. Process Time Comparison. As nodes are added to the distributed system 
the time to process each image category reduces. The results for each category 
are shown on the same axes for comparison.  

 
Analyzing the speedup of a system is important in order to assess its performance scalability. 
Distributed systems exhibiting linear speedup achieve predictable changes in processing rates with 
the addition of extra nodes, which is a direct result of the processing rate following a 1/N 
relationship. The results of our analysis suggest that the relationship between speedup and node 
number exceeds linear behavior and is thus superlinear in nature (Figure 5).  
 
There is a lack of clear consensus in the scientific literature regarding the cause of superlinear 
speedup. The explanations most commonly cited refer to situations where the communications 
overhead may be very low, the processing algorithm being used is very efficient or the data sets are 
small enough to fit in the computers’ cache memory. Of these, the third possibility is most 
frequently cited as being the most probable [12]. The cause of superlinear speedup in Quick:silver  
may be attributed to some of these explanations but  requires further investigation. 
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Figure 5. Speedup Comparison. The process speedup observed as the number of 
nodes suggests a superlinear behaviour for range of image sizes tested. 

 
For each image category we observe that the (superlinear) speedup breaks down after a certain 
number of nodes is exceeded. This breakdown is seen as a flattening of the speedup behavior, 
indicating that the addition of nodes brings no further benefit to system performance. This can be 
explained by considering the frequency at which task requests are made to the server. The 
frequency of task requests will depend on the number of nodes and the size of the images being 
processed.  If the images are small, then each node will be able to process them quickly, as nodes 
are added, the frequency of task request to the server will increase.  Larger image sizes will result 
in longer node processing times which will initially offset increases in the frequency of request to 
the server, allowing speedup behavior to be maintained while more nodes are added. Eventually 
however, a number of nodes will be reached after which the server is unable to meet the increased 
task demand. The performance of the system will therefore saturate, the speedup at which this 
occurs being governed by how quickly the server responds to requests. We would expect for this 
reason the saturation value to be reached at lower node numbers when the image size is small and 
higher node numbers when the image size is large. We would also expect the speedup rate to 
remain consistent between image category tests if this explanation were true (Figure 5).  
 
4 Conclusion and Future Work 
 
In this paper we have presented a distributed image and data analysis system designed for use with 
CIT’s TOφCAM astronomical imager. This system, called Quick:silver, was designed to address the 
problem of processing extremely large sets of data generated by the instrument in a reasonable 
time.  A requirement of this design was that the system could be integrated into existing MATLAB 
procedures without expecting the user to have any knowledge of the distributed system 
architecture. Initial tests of the system’s performance provide encouraging results, providing 
evidence that the use of distributed processing significantly reduces data set processing times. A 
characterisation of the system’s performance indicates a speedup behaviour that is superlinear in 
nature. While this is appealing at one level, allowing us to achieve higher expected processing 
power for a given number of nodes, its presence ultimately limits the scalability of the system. 
Future work involves investigating how the scalability of the system can be regulated, which 
includes more resolution of the origin of the superlinear behaviour observed in the performance of 
the system. Further work must be conducted on the integration of the system with MATLAB, 
allowing process distribution through interaction with a single MATLAB function. Additional work 
on the automated composition of XML JOB description files is needed to implement this feature. 
Due to the cost associated with requiring each node to have a MATLAB installation, we intend to 
explore the feasibility of alternatives to MATLAB such as Scilab, Octave and RLab while also 
developing the system to support executable applications. The concept of dynamic reallocation of 
tasks is also a feature that will be investigated as this has applications in coordinated telescope 
observations where nodes are distributed on the internet at different telescopes around the world. 
Dynamic reallocation of tasks is useful when contact to a node is lost for some reason and would 
allow tasks to be reassigned to active nodes. 
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Abstract 

This paper presents a mobile stereo vision system designed for the assessment of road 
signage and delineation (lines and reflective pavement markers or “cat’s eyes”).  Using 
the system it has been shown that retro-reflectors, and in particular road signs, can be 
identified by the nature of their reflective properties. Any objects examined can also be 
accurately positioned on a National grid through the fusion of stereo vision with GPS 
technology. 

Keywords: Stereo Vision, GPS, Mobile Mapping, Road Sign Detection 

1 Introduction  

Accurate terrestrial mobile mapping systems have been in operation for over two decades. Through advances 
in Global Positioning System (GPS) technology and photogrammetry, features can be extracted from an 
image automatically and positioned in a global reference frame to an accuracy of less than one metre. The 
early 1990’s in particular, saw two major developments in mobile mapping through the production of the 
GPSVan [1, 2] by the Ohio state University in the USA and the VISAT van [3, 4] developed at the University 
of Calgary in Canada. Both systems have been modernised through the years and are now commercial 
concerns. Such systems boast feature accuracy levels of the of the order of 0.3 metres or better, although this 
seems to be a theoretical limit based on specifically designed target objects. The challenges that remain in 
this area today can be split into two domains. The development of algorithms and techniques to automate 
feature extraction from the vast amounts of data acquired by such systems and the construction of more 
accurate, more robust, more portable and less expensive mapping systems for object positioning. This paper 
describes a technique that exploits the surface properties of retro-reflective materials for the automated 
extraction and localization of road signs in dusk and nighttime road settings. 

2 Road Sign Detection  

The principal cue used in the detection of road signs is different to the conventional techniques that use either 
colour or shape as the main cues like in [5] and [6]. By carrying out experimental analysis of the material 
properties composing signs, interesting insights are noted. Road signs are retro-reflectors meaning they 
reflect significant amounts of incident light back to the source. They are purposely engineered as imperfect 
retro-reflectors, meaning they actually reflect light back toward the source in a non-uniform cone, see figure 
1.
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Figure 1 - (a) Cone of retro-reflection as produced by a road sign and (b) Reflected light intensity response 
inside the cone of retro-reflection for a typical road sign 

Hence, the luminance levels inside the cone of retro-reflection increase as the observer moves in towards the 
centre. An observer at the cone centre will notice a significantly greater signal than one at the cone edge. It is 
this property that allows retro-reflectors to be identified in a stereo pair of correctly positioned cameras. One 

Cone of retro-
reflection 

incident ray
Retro-reflector
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camera is placed very close to the cone centre where luminance levels are high and the other is placed toward 
the cone edge where luminance levels are lower. For actual data acquisition, one camera is located beside a 
powerful 500 watt infrared source (20 cm from source) and acts as the cone centre sensor, where the signal 
observed from retro-reflectors is significantly greater than the one observed by the cone edge sensor, which is 
located on the opposite side of the roof-box (1 metre from source) acquisition system. A comparative 
analysis of the light intensity information in the cone centre camera and the cone edge camera is used as the 
main cue to identify retro-reflective surfaces. 

3 Results 

Figure 2 below shows the Easting and Northing locations of road signs detected on a 6.5 kilometre GPS trail. 
The data was acquired in a dusk setting and in an urban environment. 57 detections of different objects were 
made by the technique. Of this figure, 47 objects were road signs and the remainder were false positives. 59 
road signs in all are actually present on this road segment, which implies a detection rate of 80% and a false 
positive rate of 17%. False positives were due to specular reflections and incorrect correspondence matches. 
Undetected signs included those that were poorly illuminated by the source. 

Figure 2 - (a) The locations of the detected features on a 5.5 kilometre GPS trail heading west (b) A closer 
view of part of the road segment showing 5 features detected and their Northing and Easting locations (c, d) 

Two images showing the detection of the road signs on the GPS trail in (b) 
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Abstract 
Visual lip reading recognition is an essential stage in many multimedia systems. The use of lip visual features 
to help the audio or sign/hands recognition is appropriate because this information is invariant to acoustic 
noise perturbation. In this paper, we describe our work towards the development of a robust method for lip 
reading feature classification that extracts the lips in color images by using EM-PCA feature extraction and 
K-Nearest-Neighbor classification.  

1. Introduction    
In this paper we attempt to evaluate whether the lip motion can be used as an additional cue to improve the 
performance of the systems designed to recognize the sign language. The identification of the words based on 
the lip movement is a difficult task and to solve this problem we developed a method to cluster the words 
using a three-template model that is employed to capture the distribution of these states in the image 
sequence. To evaluate this approach we create a dictionary-based database that consists of a number of image 
sequences associated with different words.  

Fig. 1. Overview of the lip reading system. 
2. Work in Progress
The first component of the system performs lip segmentation by analyzing the hue component of the color 
image.  To cluster the words with similar attributes we evaluate the image sequence based on three 
fundamental templates: lips closed (T1), semi-closed (T2) and wide open (T3) (fig 2). We employed the 
Expectation-Maximization (EM) PCA approach to identify the distribution of the three states in the image 
sequences that define the words to be analyzed. Based on the distribution (percentage) of the three models in 
the image sequence the system groups the words in different clusters. 

3. Experimental Results 

2a 2b
Figure 2a: 3 Templates Model with one sequence of ‘I’ (black lines) 
The data used to construct the three templates is manually generated.  
Figure 2b: Cluster Results. (X-Axis: T1; Y-Axis: T2; Z -Axis: T3)
The KNN is applied to classify each image frame (see the black points in Figure 2a) with respect to the 
three templates. Some frames are not classified to any template, so those frames are assigned as Not 
Classified Frames (NCF). Based on the distribution of the three templates in the image sequence, we can 
group the words in different clusters as illustrated in Figure 2b*. Each point in Figure 2b defines the plot of 
the words contained in the database based on the occurrence of the three templates in the image sequence.  

Table 1: Training Results and Classification Error of Templates Model based Clustering 
Group Words T1 T2 T3 Classification Error 
Group 1: ‘I’, ‘High’, ‘Lie’, ’Bye’, ‘Hard’, ‘Card’ 41-65% 5-10% 35-47% 17% 
Group 2: ‘You’, ‘Owe’, ‘Word’, ‘Old’ 15-38% 51-85% 0-30% 33% 
Group 3: ‘Bird’ 75-84% 11-22% 0-5% 0% 
Over 7500 frames of 47 sequences from 3 different people are used for training and testing. (*: T1+T2+T3+NCF=100%) 

Reference: 
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Techn. 14(5): 706-715. 
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Abstract 
We present a general approach to the development of image processing gradient 

operators that can be applied directly to range data. This approach is demonstrated for 
first order derivative operators.

Keywords: Feature detection; Range images; Gradient operators  

1 Introduction  
In recent years computer vision applications have increasingly began to use range image data instead of, or 
conjunction with, intensity image data. This is largely because range imagery can be used to obtain reliable 
descriptions of 3-D scenes [1]. Due to the locational irregularity of range image data, multiscale feature 
detection on range images is a significantly different problem than that on intensity images. A number of 
feature extraction algorithms for use on range data have used a scan line approach which tends to be time 
consuming and hence inappropriate for real-time image processing.  In recent work, scalable and adaptive 
first and second order derivative operators have been developed via a finite element (FE) framework for use 
on intensity images; such operators have been proven to perform successfully when compared with well-
known intensity image feature detection operators [2].  This research extends the work in [2] by developing 
FE based gradient operators for use on irregular quadrilateral meshes that can be used directly on range 
image data with pre-processing with the ultimate aim of achieving real-time range data processing for robotic 
vision. 

2 Work in progress  
We have initially focused attention on the design and implementation of irregular 33  first order derivative 
operators for direct use on range images. The first order gradient operators correspond to weak forms of 
operators in the finite element method and can be defined as dUbUE iii .  Here, i is a 

Gaussian test functions, embracing a scale parameter, , enabling the operator to be readily scaled across the 
image plane.  On implementing the 33  gradient operator is was found that standard thresholding that 
would be applied to an intensity image feature map was not appropriate for a range image edge map, in fact 
it led to detecting surfaces rather than edges.  Hence rather than specifying a threshold above which all 
feature points were selected, we had to determine significant changes in the operator responses which 
correspond to edges in a range image.

3 Results 
We present results using a range image from [4] as illustrated in Figure 1(a).  Figure 1(b) shows the feature 
map obtained using our finite element based approach and Figure 1(c) shows the feature map obtained using 
the scan line approximation in [3].  

(a) (b) (c)
Figure 1. Range data feature maps (a) Original image; (b) 33  FE operator; (c) 
Scan line approximation [3] 
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Abstract

We present a novel colorectal polyp shape classification scheme for Computer Aided Diagnosis at CT 
Colonography  (CAD-CTC)  that  attains  a  very  low  false  positive  (FP)  rate  with  a  high  sensitivity  for 
clinically significant polyp sizes. The technique applies a simple and reliable orientation-invariant feature-set 
obtained from candidate shapes to an SVM classifier trained using phantom polyps. 

Introduction
Studies have shown that there could be a considerable reduction in the number of over half-million fatalities 

per year caused due to colorectal cancer  if growths in the colon called polyps are removed before they become 
cancerous.  The aim of the CAD-CTC is to perform fast and early  detection of colorectal polyps by classifying 
complex colorectal  shapes  with high  sensitivity  and  low False  Positives  (FP)  rate.  Many researchers[1][2] have 
addressed the problem of colorectal shape classification based on morphological features of the polyps with varying 
degrees of performance.

Work in Progress
The focus of  the presented CAD-CTC is  in  classification stage  of  the candidate convex colonic surfaces 

obtained as a  result  of  an efficient  colon segmentation and surface  extraction process[2].  From each candidate 
surface,  we extract  surface  features  using  an orientation-invariant  shape  distribution function[3] (SDF) and  the 
Gaussian distribution of the surface voxels[1][2]. The histogram of the distances of the candidate surface voxels from 
the Gaussian center[2]  is chosen as the SDF. We use the feature-set {fdB,dG}, where  fdB is the -9dB attenuation 
frequency  of  the power spectral  density  of  the  SDF and  dG is  the  sum  of  the  weighted Gaussian distances 
normalized by the number of surface voxels constituting the candidate shape.

Using medium and large sized polyps from a phantom as a training set = p, we find that no linear decision 
boundary can classify polyps from non-polyps in the  feature-space. In addition, we observe that  feature-space is 
very sparse and p requires further population. We tested a polynomial kernel SVM classifier for varying degrees k 
and artificial  populations  1,  2, and  3on 63 real  patient  datasets  to  ascertain  the suitability  of  a  nonlinear 
decision boundary.

Results

SVM1 SVM2 SVM3 SVM4

k 3 3 5 5

 p SVM2 = p+1 SVM3 = SVM2+2 SVM3+3

Sensitivity (%)

10 mm 90 90 90 90

[5,10) mm 72 78 75 81

< 5mm 60 63 62 60

Total Sensitivity 5 mm  (%) 76 81 79 83

FP per dataset 2.54 5.78 4.42 6.45
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Abstract 
In this paper we present results of applying LLE to facial expression classification. 

This technique can accurately classify and differentiate between subtle and similar 
expressions, involving the lower face. 

Keywords: Locally Linear Embedding, Facial Expression. 

1 Introduction  
Since the importance of facial expressions was first established in 1872 [1], many studies have been carried 
out attempting to interpret their meaning. In 1978, the Facial Action Coding System (FACS) was created by 
Ekman and Friesen and is the most comprehensive method for describing facial movement [2]. The FACS 
provides an unambiguous quantitative means of describing all movements of the face in terms of 46 Action 
Units (AU’s). Although the FACS provides a good foundation for the coding of face images by human 
observers, the automatic recognition of AUs by computers remains a difficult challenge. Many different 
techniques have been applied to the problems of automatic FACS classification – see [3] for an overview of 
the current techniques.  

2 Work in progress  
To date our group has proposed a computational model for the classification of facial expression. This model, 
which is based on Principal Component Analysis (PCA), can accurately classify extreme expression changes, 
but as PCA is a linear technique, it can’t accurately classify subtle changes in appearance [4]. In this paper 
we apply Locally Linear Embedding (LLE) to classify subtle changes in expression. LLE is a non-linear 
dimensionality reduction technique that computes low-dimensional neighborhood preserving embeddings of 
high-dimensional data be unfolding the underlying manifold [5]. 

3 Results 

In this experiment four lower facial expressions are classified (see figure 1). A LLE shape space was 
developed using 141 images of a subject performing the four expressions at varying levels of intensity. Test 
images of various subjects portraying these expressions at varying degrees of intensity are then projected into 
the LLE space, these outputs are then used as inputs to the SVM classifier. As there are four expressions to 
be separated, 4 SVM classifiers are used.  As can be seen from Table 1, this technique accurately classifies 
similar and subtle expressions with an average accuracy of 91.3%. This improves on our previous work as 
our based PCA approach could only classify extreme appearance changes [4]. 
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AU E σ Ts 

A-v-all 8.0 0.5 98.7 

B-v-all 6.0 0.3 83.8 

C-v-all 7.0 0.8 98.0 

D-v-all 6.1 0.1 84.6 

Total   91.3 

Figure 1: The AUs portrayed from top 
to bottom are, AU12, AU20+AU25, 
AU10+AU20+AU25, AU25+AU27. 

Table 1: In the table above , A = 
AU12, B = AU20+AU25, C =  
AU10+AU20+AU25, D = 
AU25+AU27.  
E is the soft margin, σ is the kernel 
parameter, Ts is the percentage 
accuracy 
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Abstract 

Radiologists using computed tomography colonography (CTC) need appropriate training in order to become 
proficient in this technique. We have developed a remote access, web based, training system that allows the 
user to flag polyp candidates in a range of CTC datasets. Upon completion of their work, the trainee can run 
an automatic evaluation and monitor their progress in real time. This remote access system allows a trainee 
radiologist to gain proficiency in an emerging colorectal cancer screening technique over the Internet. 
Keywords: Remote imaging, colonography, colon cancer, Java Servlets, Java Applets. 
      

1 Introduction  
Introduced by Vining et al. in 1994 [1], computed tomography colonography (CTC) is demonstrated to have 
similar sensitivity to conventional colonoscopy (CC) for the detection of significant colorectal polyps [2]. 
However, CTC is not yet in widespread use and the literature highlights the lack of suitably trained 
radiologists [3] as a possible reason for this. To address this problem, we have developed a novel remote 
access system to train radiologists for colorectal cancer screening using CTC. Accessibility is another key 
issue for this project. To ensure radiologists gain the relevant experience without any computer-related 
issues, the system should be operating system (OS) independent and operate without the need for specific 
software packages. This can be achieved by using client-server architecture over the Internet that is 
implemented using Java. 
    

2 Methods 
To grant the fastest response time via the interface, the CT dataset is stored on the client’s hard disk (using a 
signed Applet). To reduce the transfer time, we have developed a loss-less compression algorithm. The 
trainee is requested to highlight polyp candidates by flagging locations via circles superimposed on 2-D axial 
images. Also, the trainee is required to define the size (in mm) and the type of the polyp e.g. “sessile” or 
“pedunculated”. The interface provides the appropriate tools that are required to facilitate the identification 
and measurement of polyps. These features include windowing, polyp measurement and zooming. The 
navigation through the 2-D slices of a dataset can be performed by dragging a slider or by the rotation of the 
mouse wheel. In addition to axial images, the user can display coronal and sagittal reformat views of a 
dataset.  A 3-D view can also be taken into consideration. A volume rendering technique called “ray-casting” 
has been implemented in the system. Each user has an account in order to allow monitoring of their training. 
They can also run an automatic evaluation of their work based on gold standard information previously 
gathered from specialists [4]. 
    
3 Results 
Our compression algorithm insures a 50% lossless compression rate. Transfer time of a 150MB CTC dataset 
from the server to the client is approximately 40 seconds over a local network. The viewer Applet gives the 
user the ability to start working on the initial images while the rest of the dataset is being transferred. Once 
the dataset has been received, the client’s interface is able to offer a fast response time. An iteration of lumen 
tracking using the system takes approximately 45 seconds. The use of our system can also help to determine 
the learning curve associated with interpreting CTC findings [5]. 
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Abstract 
This paper presents ongoing research into the generation of a novel approach to 3-D computer 
graphics modelling that will allow intuitive deformation of models in 3-D Space. Currently being 
investigated is a reformulation of Active Meshes for use in the 3-D modelling domain. 

Keywords: Modelling, Deformation, Virtual Sculpting, 3-D Shape. 

1 Introduction  
The modelling of 3-D objects is an important and challenging problem that has long been a fundamental part 
of computer graphics. Although computer graphics and computer aided design tools have evolved rapidly in 
the past few years, 3-D graphics designers still rely on non-intuitive modelling procedures to create 3-D 
objects with complex freeform shapes. Indeed, traditional methods of generating and deforming 3-D models 
often require skilled labour and large time investments on the part of the designer, as current surface and 
solid modelling tools often require the user to manually manipulate numerous control points via a 
keyboard/mouse while monitoring modifications on a 2-D visual display. A novel and more intuitive 
approach would not only greatly reduce the time investment made by designers, but would also open up the 
domain of 3-D computer graphics design to the lay person.

2 Work in progress  Active Contour Models (ACMs) are energy based tools, used in 
Machine Vision to extract image features. In work carried out by the 
Vision Systems Group in Dublin City University, ACMs have been 
reformulated as active-meshes [3] which were initially applied to the 
problem of tracking motion in 2-D images. However, it has been 
demonstrated that this approach can be extended to allow 3-D human 
models to be fitted with an underlying generic model, containing 
skeletal and animation information, by converting the model to a 3-D 
active mesh [1]. Figure 1 illustrates this approach. Work is currently 
being carried out to develop Active Surface Meshes with various 
constraints to control and manipulate their response to applied forces.  

3 Results 
Introduced by Kass et al [2] for the 2-D case, as explicit deformable contours, and generalised to the 3-D case 
by Terzopoulos et al [4], deformable models have provided an extensible framework for the construction of 
virtual 3-D objects. As many different 3-D reconstruction problems have different requirements, various 
modelling approaches have been proposed. A review of these approaches was carried out in order to 
determine the state of the art and to assess the viability of this project. Overall, ACMs and Active Meshes 
seem to offer the most suitable approach. Although classed as non physics based, these models are physically 
motivated and deform under applied forces while preserving their structure. These models offer the 
geometric and computational efficiency of non physics based models, while incorporating some of the 
realism achieved using those that are physics based. This research will extend the application of Active 
Meshes to the 3-D modelling realm, by reformulating them for generic use in 3-D modelling applications. 
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Abstract 
This abstract describes current research carried out at UU in collaboration with an 

animation studio to employ computer vision techniques to develop a prototype camera 
based desktop system and associated animation process.  This will allow an animator to 
control 3D character animation through the capture and interpretation of hand gestures.  

Keywords: Animation, Hand tracking and analysis, Motion capture. 

1 Introduction  
As the demand and range of outlets for 3D computer animation grows, animators need tools to help them 
meet this rise in demand. This is especially true for small animation studios which require short production 
cycles yet need to maintain high quality output to ensure their products do not look out of place when 
juxtaposed to productions from larger studios.  While the initial goal of this research is focused on a literal 
translation of hand gestures to hand models, the eventual goal of the project accommodates a more generally 
applicable gesture grammar.  This would support existing common practice with studios by providing a 
softer, more intuitive user interface for the animator that improves the productivity of the animation 
workflow and the quality of the resulting animations, helping studios to compete better in an increasingly 
competitive industry. 

2 Work in progress  
Internally the system design has two key software components: a real-time vision capture system and an 
animation control system that is embedded into the target 3D animation software.  The vision system will 
make a literal interpretation of the hand movements.  While this may appear unambitious it serves the 
purpose of acting as a proof of concept.  Animators agree that such a tool which did not need intrusive gloves 
or markers would improve on the current system.  The vision system is responsible for capturing, processing 
and translating a video feed of a hand in order to generate a gesture data feed describing hand movements to 
the animation control system.  The capture software will employ a recently developed optical flow technique 
[1] to track finger and hand movements.  The animation control system applies the hand gesture data to the 
3D model in order to produce an animated sequence.  Most of the interaction and processing extraneous to 
interacting with and controlling the scene hierarchy will be passed to the plugin in the form of coordinate and 
transform data. Likewise, the plugin will, as far as possible, be independent of the modeling and animation 
processes. This latter point has the added benefit that models to be animated will not require any special 
setup, e.g. custom rigging, in order for the plugin to animate them. This is key to realizing the goal of 
providing an integrated yet transparent tool. 

3 Results 
The software infrastructure that provides a platform within which to process images has been completed, 
which will ease further experimentation and development of the computer vision algorithms required to 
complete this subsystem.  Initial data import has been successful.  Work has begun implementing a 
preprocessing stage to prepare the video data for processing by the motion estimation software.  The 
adaptation of existing research on the motion tracking system is ongoing.  It is anticipated that this is where 
the projects major contribution to computer vision research will reside.  The software infrastructure, in the 
form of a utility plugin for 3DS Max is nearing completion. Once this is in place research into how to make 
the approach as independent as possible from the target platform will be possible.  Work has already been 
completed on coding a MaxScript utility for 3DS Max that allows data typical of that which will be generated 
to control a 3D model in 3DS Max. Imported data is being applied to the scene hierarchy.   

While the project is still at an early stage it is felt that a working solution is fully realizable and that the 
innovation required in how the real-time vision system will process the video feed will provide a valuable 
contribution to computer vision research.   
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Abstract 

There have been many developments in the area of image retrieval systems, from textual based to 
automatic image classification and retrieval.  This poster presents the beginnings of a scheme for the 
automated analysis and retrieval of home everyday digital content utilizing an immersive 3-D environment. 

Keywords: Image Retrieval 

1. Introduction

In the past number of years the usage 
and archives of digital media being generated by 
the home user is larger than ever before as a 
result of the cost of digital camera and 
camcorder technology becoming more affordable 
The digital nature of this content allows 
individuals to share personal image and video 
content with friends, relatives and colleagues 
thus compounding the management and 
visualization problems, such as locating a 
particular image in a very large collection. This 
project will aim to develop a similarity measure 
which will enable the automated analysis and 
categorization of the database content. The 
incorporation of a 3-D visualisation retrieval 
environment will allow the user to add 
significant value to the collection by 
incorporating human visual abilities with the 
automated organization of the content.  
 Creating a system which incorporates 
an automatic analysis measure removes the use 
of annotation. Annotation of images can be a 
time consuming arduous task which will leave 
images described inadequately based on the 
subjective nature of the images.  
 With an ever increasing interest in to 
image retrieval, systems are now relying on 
content rather then on textual descriptions. 
Examples of such systems are QBIC System [1], 
Four Eyes System [2], NeTra System [3] and 
CANDID System [4].  
  
2. Work in progress

Thus far an investigation into previous 
Content Based Image Retrieval (CBIR) systems 
has been carried out. Emphasis was placed on the 
methods used within these systems for texture 
description and colour segmentation which lead 

to a need for better understanding of co – 
occurrence matrices, Gabor filters, Gaussian – 
Markov Random Fields, Local Binary Patterns 
and histograms.  
 A system for implementing in part some 
of these techniques has been developed and a 
sample output can be seen in the results section 
below.

3. Results 
  

Figure 1: LBP Histogram
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Abstract 

 
We present a novel remote access medical imaging system that has been developed for use with Java 
enabled mobile devices. The system allows a remote user to examine computed tomography colonography 
(CTC) data using various 2-D and 3-D visualisation techniques. A data reduction scheme incorporating 
segmentation, cropping and compression is utilised to reduce the amount of data sent from the server to the 
client. All aspects of the system are implemented using the Java programming language from Sun 
Microsystems.  
 
Keywords: Remote access medical imaging, Segmentation, Computed tomography colonography 
    
1. Introduction  
The use of mobile devices for general applications 
in remote access medical imaging has been 
investigated [1, 2]. The aim of this research is to 
investigate the use of mobile devices for a specific 
examination. This examination, computed 
tomography colonography (CTC), is used for 
colorectal cancer screening and involves screening 
the large intestine for polypoid growths which are 
precursors to colorectal cancer.  
 

 
Figure 1: A 3-D volume rendering of a section of 

the large intestine displayed using the Java wireless 
toolkit emulation environment. 

2. Work in progress 
The client software is implemented using the J2ME 
wireless toolkit. The user can interact with a CTC 
data set using a custom interface.  The interface 
enables the user to examine the individual slices of 
the data set. In addition, it is possible to generate a 
3-D volume rendering of a user defined region of 
the data set (see Figure 1). This feature is useful for 
discriminating between polyps and naturally 
occurring colonic features.  The client stores a total 
of 10 successive slices in a buffer to facilitate 
localised volume rendering and to minimise the 
effects of the latency associated with the network 
connection. The amount of data sent between the 
server and the client is reduced by segmenting, 
cropping and compressing the original CTC data 
sets. 
 
3. Results  
Tests have been carried out using a Dell Inspiron 
2200 with 512 RAM and a 1.4 Ghz Celeron 
processor. It takes 108 seconds to read an entire 
CTC dataset and a further 18 seconds to complete 
the region growing based segmentation stage.  The 
time required for the transmission of 10 images to 
the client is 14.047 seconds. Sequencing between 
successive images requires 0.344 seconds. The 
time required to generate the 3-D volume rendered 
image is 2.231 seconds and full rotation of the 
resulting volume requires 2.231 seconds.  
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Abstract 
In this paper we outline results from ongoing research into modeling the dynamics 

of facial expression. The dynamics of facial expression can be described as the 
intensity and timing of a facial expression as it forms.  

Keywords: Locally Linear Embedding, Facial Expression Dynamics. 

1 Introduction  
Researchers have been studying facial expressions since their importance was first established in 1872 [1]. 
During the subsequent years various different techniques were developed that attempt to accurately classify 
facial expressions. The Facial Action Coding System (FACS), created in 1978 is the most comprehensive of 
these and is widely used in research [2]. The FACS provides an unambiguous means of quantitatively 
describing all movements of the face in terms of Action units (AU’s). While the FACS provides a foundation 
for the analysis of facial expression, according to Ambadar et al. only a few investigators have examined the 
impact of dynamics in deciphering faces and these studies were largely unsuccessful. Results of the research 
carried out by Ambadar et al. found that facial expressions are frequently subtle, and that subtle expressions 
that were not identifiable in static presentations suddenly became apparent in dynamic display [3].  
  
2 Work in progress  
To date our group is working on a technique to classify subtle and similar facial expressions as they form. In 
an extension of this technique we estimate the dynamics of facial expression formation in terms of intensity 
and timing.  To achieve this we use Locally Linear Embedding (LLE).  LLE was originally proposed in 2001 
as a non-linear dimensionality reduction technique that computes low-dimensional neighborhood preserving 
embeddings of high-dimensional data be unfolding the underlying manifold [4]. We show that this non-linear 
dimensionality reduction technique provides a means for the analysis of the dynamics of facial expression. 

3 Results 

In this experiment information about the dynamics of facial expression is extracted. The intensity over time 
of a composite AU lower facial expression and a single AU lower facial expression are estimated according 
to the FACS intensity coding [2]. The FACS intensity coding ranges from A to E, with A representing a 
minor change in appearance, and E an extreme change in appearance.  For AU20+AU25 a total of 10 subjects 
(60 frames) were landmarked and for AU25 a total of 24 subjects (144 frames) were landmarked. After 
preprocessing, LLE was applied to the datasets, reducing the dimensionality to one dimension. Gaussians 
were fitted to the samples for intensities B, C and D, while for A and E, the mean is calculated. As can be 
seen from Figures 1 and 2, our technique accurately characterizes the intensity of the facial expressions over 
time and hence provides a means for modeling their dynamics. 
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Figures 1 & 2: LLE 
intensity coding results 
Left: single AU 
intensity coding using 
AU25 
Right: composite AU 
intensity coding using 
AU20+AU25 
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