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This chapter presents a novel and generic framework for image 
segmentation using a compound image descriptor that encompasses 
both colour and texture information in an adaptive fashion. The 
developed image segmentation method extracts the texture information 
using low-level image descriptors (such as the Local Binary Patterns 
(LBP)) and colour information by using colour space partitioning. The 
main advantage of this approach is the analysis of the textured images 
at a micro-level using the local distribution of the LBP values, and in 
the colour domain by analysing the local colour distribution obtained 
after colour segmentation. The use of the colour and texture 
information separately has proven to be inappropriate for natural 
images as they are generally heterogeneous with respect to colour and 
texture characteristics. Thus, the main problem is to use the colour and 
texture information in a joint descriptor that can adapt to the local 
properties of the image under analysis. We will review existing 
approaches to colour and texture analysis as well as illustrating how our 
approach can be successfully applied to a range of applications 
including the segmentation of natural images, medical imaging and 
product inspection. 

1. Introduction 

Image segmentation is one of the most important tasks in image analysis 
and computer vision1,2,3,4. The aim of image segmentation algorithms is 
to partition the input image into a number of disjoint regions with similar 
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properties. Texture and colour are two such image properties that have 
received significant interest from research community1,3,5,6, with  prior 
research generally focusing on examining colour and texture features as 
separate entities rather than a unified image descriptor. This is motivated 
by the fact that although innately related, the inclusion of colour and 
texture features in a coherent image segmentation framework has proven 
to be more difficult that initially anticipated.  

1.2 Texture Analysis 

Texture is an important property of digital images, although image 
texture does not have a formal definition it can be regarded as a function 
of the variation of pixel intensities which form repeated patterns6,7. This 
fundamental image property has been the subject of significant research 
and is generally divided into four major categories: statistical, model-
based, signal processing and structural2,5,6,8, with specific focus on 
statistical and signal processing (e.g. multi-channel Gabor filtering) 
methods. One key conclusion from previous research5,6 is the fact that the 
filtering-based approaches can adapt better than statistical methods to 
local disturbances in texture and illumination.     
       Statistical measures analyse the spatial distribution of the pixels 
using features extracted from first and second–order histograms6,8. Two 
of the most investigated statistical methods are the gray-level 
differences9 and co-occurrence matrices7. These methods performed well 
when applied to synthetic images but their performance is relatively 
modest when applied to natural images unless these images are defined 
by uniform textures. It is useful to note that these methods appear to be 
used more often for texture classification rather than texture-based 
segmentation. Generally these techniques are considered as the base of 
evaluation for more sophisticated texture analysis techniques and since 
their introduction these methods have been further advanced. Some 
notable statistical techniques include the work of Kovalev and Petrou10, 
Elfadel and Picard11 and Varma and Zisserman12.  
       Signal processing methods have been investigated more recently. 
With these techniques the image is typically filtered with a bank of filters 
of differing scales and orientations in order to capture the frequency 
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changes13,14,15,16,17,18.  Early signal processing methods attempted to 
analyse the image texture in the Fourier domain, but these approaches 
were clearly outperformed by techniques that analyse the texture using 
multi-channel narrow band Gabor filters. This approach was firstly 
introduced by Bovik et al13 when they used quadrature Gabor filters to 
segment images defined by oriented textures. They conclude that in order 
to segment an image the spectral difference sampled by narrow-band 
filters is sufficient to discriminate between adjacent textured image 
regions. This approach was further advanced by Randen and Husoy18 
while noting that image filtering with a bank of Gabor filters or filters 
derived from a wavelet transform19,20 is computationally demanding. In 
their paper they propose the methodology to compute optimized filters 
for texture discrimination and examine the performance of these filters 
with respect to algorithmic complexity/feature separation on a number of 
test images. They conclude that the complicated design required in 
calculating the optimized filters is justified since the overall filter-based 
segmentation scheme will require a smaller number of filters than the 
standard implementation that uses Gabor filters. A range of signal 
processing based texture segmentation techniques have been proposed,   
for more details the reader can consult the reviews by Tuceryan and 
Jain6, Materka and Strzelecki8 and Chellappa et al5.  

1.2 Colour Analysis  

Colour is another important characteristic of digital images which has 
naturally received interest from the research community. This is 
motivated by advances in imaging and processing technologies and the 
proliferation of colour cameras. Colour has been used in the development 
of algorithms that have been applied to many applications including 
object recognition21,22, skin detection23, image retrieval24,25,26 and product 
inspection27,28. Many of the existing colour segmentation techniques are 
based on simple colour partitioning (clustering) techniques and their 
performance is appropriate only if the colour information is locally 
homogenous.   
       Colour segmentation algorithms can be divided into three categories, 
namely, pixel-based colour segmentation techniques, area based 
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segmentation techniques and physics based segmentation 
techniques3,29,30. The pixel-based colour segmentation techniques are 
constructed on the assumption that colour is a constant property in the 
image to be analysed and the segmentation task can be viewed as the 
process of grouping the pixels in different clusters that satisfy a colour 
uniformity criteria. According to Skarbek and Koschan30 the pixel based 
colour segmentation techniques can be further divided into two main 
categories: histogram-thresholding segmentation and colour clustering 
techniques. The histogram-based segmentation techniques attempt to 
identify the peaks in the colour histogram21,27,31,32,33 and in general 
provide a coarse segmentation that is usually the input for more 
sophisticated techniques. Clustering techniques have been widely applied 
in practice to perform image segmentation34. Common clustering-based 
algorithms include K-means35,36,37, fuzzy C-means35,38, mean shift39 and 
Expectation-Maximization40,41. In their standard form the performance of 
these algorithms have been shown to be limited since the clustering 
process does not take into consideration the spatial relationship between 
the pixels in the image. To address this limitation Pappas37 has 
generalized the standard K-means algorithm to enforce the spatial 
coherence during the cluster assignment process. This algorithm was 
initially applied to greyscale images and was later generalized by Chen et 
al42.  Area based segmentation techniques are defined by the region 
growing and split and merge colour segmentation schemes30,43,44,45,46. As 
indicated in the review by Lucchese and Mitra3 the common 
characteristic of these methods is the fact that they start with an 
inhomogeneous partition of the image and they agglomerate the initial 
partitions into disjoint image regions with uniform characteristics until a 
homogeneity criteria is upheld. Area-based approaches are the most 
investigated segmentation schemes, due in part to the fact that the main 
advantage of these techniques over pixel-based methods is that the 
spatial coherence between adjacent pixels is enforced during the 
segmentation process. In this regard, notable contributions are 
represented by the work of Panjwani and Healey47, Tremeau and Borel46, 
Celenk34, Cheng and Sun44, Deng and Manjunath48, Shafarenko et al32 
and Moghaddamzadeh and Bourbakis45. For a complete evaluation of 
these colour segmentation techniques refer to the reviews by Skarbek and 
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Koschan30, Lucchese and Mitra3 and Cheng et al29. The third category of 
colour segmentation approaches is represented by the physics-based 
segmentation techniques and their aim is to alleviate the problems 
generated by uneven illumination, highlights and shadows which 
generally lead to over-segmentation49,50,51. Typically these methods 
require a significant amount of a-priori knowledge about the illumination 
model and the reflecting properties of the objects that define the scene. 
These algorithms are not generic and their application is restricted to 
scenes defined by a small number of objects with known shapes and 
reflecting properties.  

1.3 Colour-Texture Analysis 

The colour segmentation techniques mentioned previously are generally 
application driven, whereas more sophisticated algorithms attempt to 
analyze the local homogeneity using complex image descriptors that 
include the colour and texture information. The use of colour and texture 
information collectively has strong links with the human perception and 
the development of an advanced unified colour-texture descriptor may 
provide improved discrimination over viewing texture and colour 
features independently. Although the motivation to use colour and 
texture information jointly in the segmentation process is clear, how best 
to combine these features in a colour-texture mathematical descriptor is 
still an open issue. To address this problem a number of researchers 
augmented the textural features with statistical chrominance 
features25,52,53. Although simple, this approach produced far superior 
results than texture only algorithms and in addition the extra 
computational cost required by the calculation of colour features is 
negligible when compared with the computational overhead associated 
with the extraction of textural features. In this regard, Mirmehdi and 
Petrou54 proposed a colour-texture segmentation approach where the 
image segmentation is defined as a probabilistic process embedded in a 
multiresolution approach. In other words, they blurred the image to be 
analysed at different scale levels using multiband smoothing algorithms 
and they isolated the core colour clusters using the K-means algorithm, 
which in turn guided the segmentation process from blurred to focused 
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images. The experimental results indicate that their algorithm is able to 
produce accurate image segmentation even in cases when it has been 
applied to images with poorly defined regions. A related approach is 
proposed by Hoang et al55 where they applied a bank of Gabor filters on 
each channel of an image represented in the wavelength-Fourier space. 
Since the resulting data has large dimensionality (each pixel is 
represented by a 60 dimensional feature vector) they applied Principal 
Component Analysis (PCA) to reduce the dimension of the feature space. 
The reduced feature space was clustered using a K-means algorithm, 
followed by the application of a cluster merging procedure. The main 
novelty of this algorithm is the application of the standard multiband 
filtering approach to colour images and the reported results indicate that 
the representation of colour-texture in the wavelength-Fourier space 
proved to be accurate in capturing texture statistics. Deng and 
Manjunath48 proposed a different colour-texture segmentation method 
that is divided into two main computational stages. In the first stage the 
colours are quantized into a reduced number of classes while in the 
second stage a spatial segmentation is performed based on texture 
composition. They argue that decoupling the colour similarity from 
spatial distribution was beneficial since it is difficult to analyse the 
similarity of the colours and their distributions at the same time. Tan and 
Kittler33 developed an image segmentation algorithm where the texture 
and colour information are used as separate attributes within the 
segmentation process. In their approach the texture information is 
extracted by the application of a local linear transform while the colour 
information is defined by the six colour features derived from the colour 
histogram. The use of colour and texture information as separate 
channels in the segmentation process proved to be opportune and this 
approach has been adopted by many researchers. Building on this, the 
paper by Pietikainen et al31 evaluates the performance of a joint colour 
Local Binary Patterns (LBP) operator against the performance of the 3D 
histograms calculated in the Ohta colour space. They conclude that the 
colour information sampled by the proposed 3D histograms is more 
powerful then the texture information sampled by the joint LBP 
distribution. This approach has been further advanced by Liapis and 
Tziritas24 where they developed a colour-texture approach used for image 
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retrieval. In their implementation they extracted the texture features 
using the Discrete Wavelet Frames analysis while the colour feature were 
extracted using 2D histograms calculated from chromaticity components 
of the images converted in the CIE Lab colour space.  
       In this chapter we detail the development of a novel colour texture 
segmentation technique (referred to as CTex) where the colour and 
texture information are combined adaptively in a composite image 
descriptor. In this regard the texture information is extracted using the 
LBP method and the colour information by using an Expectation-
Maximization (EM) space partitioning technique. The colour and texture 
features are evaluated in a flexible split and merge framework were the 
contribution of colour and texture is adaptively modified based on the 
local colour uniformity. The resulting colour segmentation algorithm is 
modular (i.e. it can be used in conjunction with any texture and colour 
descriptors) and has been applied to a large number of colour images 
including synthetic, natural, medical and industrial images. The resulting 
image segmentation scheme is unsupervised and generic and the 
experimental data indicates that the developed algorithm is able to 
produce accurate segmentation.   

2. Algorithm Overview 

The main computational components of the image segmentation 
algorithm detailed in this chapter are illustrated in Fig. 1.  The first step 
of the algorithm extracts the texture features using the Local Binary 
Patterns method as detailed by Ojala56. The colour feature extraction is 
performed in several steps. In order to improve the local colour 
uniformity and increase the robustness to changes in illumination the 
input colour image is subjected to anisotropic diffusion-based filtering. 
An additional step is represented by the extraction of the dominant 
colours that are used for initialization of the EM algorithm that is applied 
to perform the colour segmentation. From the LBP/C image and the 
colour segmented image, our algorithm calculates two types of local 
distributions, namely the colour and texture distributions that are used as 
input features in a highly adaptive split and merge architecture. The 
output of the split and merge algorithm has a blocky structure and to 
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improve the segmentation result obtained after merging the algorithm 
applies a pixelwise procedure that exchanges the pixels situated at the 
boundaries between various regions using the colour information 
computed by the EM algorithm. 

              Fig. 1. Overview of the CTex colour-texture segmentation algorithm. 

3. Extraction of Colour-Texture Features 

As indicated in Section 1 there are a number of possible approaches for 
extracting texture features from a given input image, the most relevant 
approaches either calculate statistics from co-occurrence7 matrices or 
attempt to analyze the interactions between spectral bands calculated 
using multi-channel filtering13,15,17. In general, texture is a local attribute 
in the image and ideally the texture features need to be calculated within 
a small image area. But in practice the texture features are typically 
calculated for relatively large image blocks in order to be statistically 
relevant. The Local Binary Patterns (LBP) concept developed by Ojala et 
al56 attempts to decompose the texture into small texture units and the 
texture features are defined by the distribution (histogram) of the LBP 
values calculated for each pixel in the region under analysis. These LBP 
distributions are powerful texture descriptors since they can be used to 
discriminate textures in the input image irrespective of their size (the 
dissimilarity between two or more textures can be determined by using a 
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histogram intersection metric). An LBP texture unit is represented in a 
3×3 neighbourhood which generates 28 possible standard texture units. In 
this regard, the LBP texture unit is obtained by applying a simple 
threshold operation with respect to the central pixel of the 3×3 
neighbourhood.  
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where T is the texture unit, gc is the grey value of the central pixel, gP are 
the pixels adjacent to the central pixel in the 3×3 neighbourhood and s 
defines the threshold operation. For a 3×3 neighbourhood the value of P 
is 9. The LBP value for the tested pixel is calculated using the following 
relationship:  
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where s(gi - gc) is the value of the thresholding operation illustrated in 
equation (1). As the LBP values do not measure the greyscale variation, 
the LBP is generally used in conjunction with a contrast measure, 
referred to as LBP/C. For our implementation this contrast measure is the 
normalized difference between the grey levels of the pixels with a LBP 
value of 1 and the pixels with a grey level 0 contained in the texture unit. 
The distribution of the LBP/C of the image represents the texture 
spectrum. The LBP/C distribution can be defined as a 2D histogram of 
size 256 × b, where the b defines the number of bins required to sample 
the contrast measure (Fig. 2). In practice the contrast measure is sampled 
in 8 or 16 bins (experimentally it has been observed that best results are 
obtained when b=8).  

As mentioned previously the LBP texture descriptor has good 
discriminative power (see Fig. 2 where the LBP distributions for 
different textures are illustrated) but the main problem associated with 
LBP/C texture descriptors is the fact that they are not invariant to 
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rotation and scale (see Fig. 3). However the sensitivity to texture rotation 
can be an advantageous property for some applications such as the 
inspection of wood parquetry, while for other applications such as the 
image retrieval it can be a considerable drawback. Ojala et al57 have 
addressed in the development of a multiresolution rotationally invariant 
LBP descriptor. 
 

 
Fig. 2. The LBP distributions associated with different textures. First row – Original 
images (brick, clouds and wood from the VisTex database66). Second row – LBP images. 
Third row – LBP distributions (horizontal axis: LBP value, vertical axis: the number of 
elements in each bin). 
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                                          (a)                                               (b) 
 
Fig. 3. Segmentation of a test image that demonstrates the LBP/C texture descriptors 
sensitivity to texture rotation.  (a) Original image defined by two regions with similar 
texture and different orientations (from the VisTex database66). (b) Colour-texture 
segmentation result. 

3.1. Diffusion-Based Filtering 

In order to improve the local colour homogeneity and eliminate the 
spurious regions caused by image noise we have applied an anisotropic 
diffusion-based filtering to smooth the input image (as originally 
developed by Perona and Malik58). Standard smoothing techniques based 
on local averaging or Gaussian weighted spatial operators59 reduce the 
level of noise but this is obtained at the expense of poor feature 
preservation (i.e. suppression of narrow details in the image). To avoid 
this undesired effect in our implementation we have developed a filtering 
strategy based on anisotropic diffusion where smoothing is performed at 
intra regions and suppressed at region boundaries41,58,60. This non-linear 
smoothing procedure can be defined in terms of the derivative of the flux 
function: 

 
                           ))(( uuDdivut ∇∇=                                          (3) 

 
where u is the input data, D represents the diffusion function and t 
indicates the iteration step. The smoothing strategy described in equation 
(3) can be implemented using an iterative discrete formulation as 
follows: 
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where Ij∇  is the gradient operator defined in a 4-connected 
neighbourhood, λ is the contrast operator that is set in the range 0< 
λ<0.16 and k is the diffusion parameter that controls the smoothing level. 
It should be noted that in cases where the gradient has high values, 
D(∇I)→0 and the smoothing process is halted.    

3.2. Expectation-Maximization (EM) Algorithm 

The EM algorithm is the key component of the colour feature extraction. 
The EM algorithm is implemented using an iterative framework that 
attempts to calculate the maximum likelihood between the input data and 
a number of Gaussian distributions (Gaussian Mixture Models - 
GMM)40,41. The main advantage of this probabilistic strategy over rigid 
clustering algorithms such as K-means is its ability to better handle the 
uncertainties during the mixture assignment process. Assuming that we 
try to approximate the data using M mixtures, the mixture density 
estimator can be calculated using the following expression: 
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where x=[x1, …, xk] is a k–dimensional vector, αi is the mixing parameter 
for each GMM and Φi={σi, mi}. The values σi, mi are the standard 
deviation and the mean of the mixture. The function pi is the Gaussian 
distribution and is defined as follows: 
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The algorithm consists of two steps, the expectation and maximization 
step. The expectation step (E-step) is represented by the expected log-
likelihood function for the complete data as follows: 
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where Φ(t) are the current parameters and Φ are the new parameters that 
optimize the increase of Q. The M-step is applied to maximize the result 
obtained from the E-step. 
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The E and M steps are applied iteratively until the increase of the log-
likelihood function is smaller than a threshold value. The updates for 
GMMs can be calculated as follows: 
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The EM algorithm is a powerful space partitioning technique but its main 
weakness is its sensitivity to the starting condition (i.e. the initialization 
of the mixtures Φi). The most common procedure to initialize the 
algorithm consists of a process that selects the means of the mixture by 
picking randomly data points from input image. This initialization 
procedure is far from optimal and may force the algorithm to converge to 
local minima. Another disadvantage of the random initialization 
procedure is the fact that the space partitioning algorithm may produce 
different results when executed with the same input data. To alleviate 
this problem a large number of algorithms have been developed to 
address the initialization of space partitioning techniques41,61,62.  

 3.3. EM Initialization using Colour Quantization 

The solution we have adopted to initialize the parameters for mixtures 
Φi={σi, mi}, i = 1…M with the dominant colours from the input image, 
consists of extracting the peaks from the colour histogram calculated 
after the application of colour quantization. For this implementation we 
applied linear colour quantization63,64  by linearly re-sampling the 
number of colours on each colour axis. The dominant colours contained 
in the image represented in the colour space C are extracted by selecting 
the peaks from the colour histogram as follows: 
 

        )(maxarg gramColorHistoP
C

j = , j = 1,…, M                             (13) 
 
Experimentally it has been observed that the EM initialization is optimal 
when the quantization levels are set to low values between 2 to 8 colours 
for each component (i.e. the quantized colour image will have 8×8×8 
colours - 3 bits per each colour axis - if the quantization level is set to 8). 
This is motivated by the fact that for low quantization levels the colour 
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histogram is densely populated and the peaks in the histogram are 
statistically relevant. The efficiency of this quantization procedure is 
illustrated in Fig. 4 where we illustrate the differences between 
initializing the EM algorithm using the more traditional random 
procedure and our approach (see Ilea and Whelan41 for more details).           

4. Image Segmentation Algorithm 

The image segmentation method used in our implementation is based on 
a split and merge algorithm65 that adaptively evaluates the colour and 
texture information. The first step of the algorithm recursively splits the 
image hierarchically into four sub-blocks using the texture information 
extracted using the Local Binary Patterns/Contrast (LBP/C) 
method53,56,57. The splitting decision evaluates the uniformity factor of 
the region under analysis that is sampled using the Kolmogorov-Smirnov 
Metric (MKS). The Kolmogorov-Smirnov metric is a non-parametric test 
that is employed to evaluate the similarity between two distributions as 
follows: 
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where n represents the number of bins in the sample and model 
distributions (Hs and Hm), ns and nm are the number of elements in the 
sample and model distributions. We have adopted the MKS similarity 
measure in preference to other statistical metrics (such as the G-statistic 
or χ2 test) as the MKS measure is normalized and its result is bounded. 
    To evaluate the texture uniformity within the region in question, the 
pairwise similarity values of the four sub-blocks are calculated and the 
ratio between the highest and lowest similarity values are compared with 
a threshold value (split threshold).  
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                                           (a)                                                  (b) 
 
 
 
 
 
 
 
 
 
                                           (c)                                                  (d) 
 
 
 
 
 
 
 
 
 
                                           (e)                                                  (f) 
 
Fig. 4. EM colour segmentation. (a) Original image71. (b) Colour segmentation using 
random initialization (best result). (c-f) Colour segmentation using colour quantization. 
(c) Quantization level 4. (d) Quantization level 8. (e) Quantization level 16. (f) 
Quantization level 64.  
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The region is split if the ratio U is higher than the split threshold. The 
split process continues until the uniformity level imposed by the split 
threshold (Sth) is upheld or the block size is smaller than a predefined 
size value (for this implementation the smallest block size has been set to 
16×16 or 32×32 based on the size of the input image). During the 
splitting process two distributions are computed for each region resulting 
after the split process, the LBP/C distribution that defines the texture and 
the distribution of the colour labels computed using the colour 
segmentation algorithm previously outlined.  The processing steps 
required by the split phase of the algorithm are illustrated in Fig. 5. 
 

Fig. 5. The split phase of the CTex image segmentation algorithm. 
 
The second step of the image segmentation algorithm applies an 
agglomerative merging procedure on the image resulting after splitting in 
order to join the adjacent regions that have similar colour-texture 
characteristics. This procedure calculates the merging importance (MI) 
between all adjacent regions resulting from the split process and the 
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adjacent regions with the smallest MI value are merged. Since the MI 
values sample the colour-texture characteristics for each region, for this 
implementation we developed a novel merging scheme41 that is able to 
locally adapt to the image content (texture and colour information) by 
evaluating the uniformity of the colour distribution. In this regard, if the 
colour distribution is homogenous (i.e. it is defined by one dominant 
colour) the weights w1 and w2 in equation (16) are adjusted to give the 
colour distribution more importance. Conversely, if the colour 
distribution is heterogeneous the texture will have more importance. The 
calculation of the weights employed to compute the MI values for 
merging process (see equation 16) is illustrated in equations (17 and 18). 
 

 ),(),(),( 21221121 CDCDMKSwTDTDMKSwrrMI ∗+∗=               (16) 
 
where r1, r2 represent the adjacent regions under evaluation, w1 and w2 
are the weights for texture and colour distributions respectively, MKS 
defines the Kolmogorov-Smirnov Metric, TDi is the texture distribution 
for region i and CDi is the colour distribution for region i.  The weights 
w1 and w2 are calculated as follows: 
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CDi and C is the colour space. 
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where w1 and w2 are the texture and colour weights employed in equation 
(16). The merging process is iteratively applied until the minimum value 
for MI is higher than a pre-defined merge threshold (i.e. MImin>Mth), see 
Fig. 6. 
 
 
 



Colour Texture Analysis 19 

 

 
Fig. 6. The merge phase of the image segmentation algorithm (the adjacent regions with 
the smallest MI value are merged and are highlighted in the right hand side image). 
 
The resulting image after the application of the merging process has a 
blocky structure since the regions resulting from the splitting process are 
rectangular. To compensate for this issue the last step of the algorithm 
applies a pixelwise procedure that exchanges the pixels situated at the 
boundaries between adjacent regions using the colour information 
computed from the colour segmentation algorithm previously outlined. 
This procedure calculates for each pixel situated on the border the colour 
distribution within an 11×11 window and the algorithm evaluates the 
MKS value between this distribution and the distributions of the regions 
which are 4-connected with the pixel under evaluation. The pixel is re-
labelled (i.e. assigned to a different region) if the smallest MKS value is 
obtained between the distribution of the pixel and the distribution of the 
region that has a different label than the pixel under evaluation.  This 
procedure is repeated iteratively until the minimum MKS value obtained 
for border pixels is higher than the merge threshold (Mth) to assure that 
the border refinement procedure does not move into regions defined by 
different colour characteristics. We have evaluated the pixelwise 
procedure for different window sizes and this experimentation indicates 
that window sizes of 11×11 and 15×15 provided optimal performance. 
For small window sizes the colour distribution became sparse and the 
borders between the image regions are irregular. Typical results achieved 
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after the application of the pixelwise procedure are illustrated in Figs. 7 
and 8. Figure 8d illustrates the limitation of the LBP/C texture operator 
when dealing with randomly oriented textures (see the segmentation 
around the border between the rock and the sky).  

  
                                           (a)                                                (b) 
 

  
                                           (c)                                                 (d) 
 
Fig. 7. Image segmentation process. (a) Original image. (b) Image resulting from splitting 
(block size 32×32). (c) Image resulting from merging. (d) Final segmentation after the 
application of the pixelwise procedure. 

5. Experimental Results 

The experiments were conducted on synthetic colour mosaic images 
(using textures from VisTex database66), natural and medical images. In 
order to examine the contribution of the colour and texture information 
in the segmentation process the split and merge parameters were set to 
the values that return the minimum segmentation error. The other key 
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parameter is the diffusion parameter k and its influence on the 
performance of the algorithm will be examined in detail.   

   
                                           (a)                                                 (b) 

 

   
                                          (c)                                                  (d) 
  
Fig. 8. Image segmentation process. (a) Original image56. (b) Image resulting from 
splitting (block size 16×16). (c) Image resulting from merging. (d) Final segmentation 
after the application of the pixelwise procedure. 

5.1 Segmentation of Synthetic Images 

As the ground truth data associated with natural images is difficult to 
extract and is influenced by the subjectivity of the human operator, the 
efficiency of this algorithm is evaluated on mosaic images created using 
various VisTex reference textures.  In our tests we have used 15 images 
where the VisTex textures were arranged in different patterns and a 
number of representative images are illustrated in Fig. 9.  Since the split 
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and merge algorithm would be favoured if we perform the analysis on 
test images with rectangular regions, in our experiments we have also 
included images with complex structures where the borders between 
different regions are irregular.   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Some of the VisTex images used in our experiments. (From top to bottom and left 
to right: Image 3, Image 9, Image 10, Image 11, Image 13 and Image 5) 
 
An important issue for our research is to evaluate the influence of the 
colour and texture information in the segmentation process. In this 
regard, we have examined the performance of the algorithm in cases 
where texture alone, colour alone and colour-texture information is used 
in the segmentation process. 
       The experimental results are illustrated in Table 1 and it can be 
observed that texture and colour alone results are generally inferior to 
results obtained when texture and colour local distributions are used in 
the segmentation process.  The balance between the texture and colour is 
performed by the weights w1 and w2 in equation (16) and to obtain the 
texture and colour alone segmentations these parameters were overridden 
with manual settings (i.e. w1=1, w2=0 for texture alone segmentation and 
w1=0, w2=1 for colour alone segmentation). When the colour and texture 
distributions were used in a compound image descriptor these parameters 
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were computed automatically using the expressions illustrated in 
equations (17) and (18). For all experiments the initial number of 
mixtures (GMMs) are set to 10 (M =10). The inclusion of colour and 
texture in a compound image descriptor proved to improve the overall 
segmentation results. The contribution of colour to the segmentation 
process will be more evident when the algorithm is applied to natural 
images where the textures are more heterogeneous than those in the test 
images defined by VisTex textures.    
 
Table 1. Performance of our CTex colour-texture segmentation algorithm when applied 
to VisTex mosaic images (% error given). 

Image Index Texture-only 
(%) 

Colour-only 
(%) 

Colour-Texture 
(%) 

Image 1 0.33 2.49 0.45 
Image 2 0.98 2.08 1.77 
Image 3 5.47 2.10 0.88 
Image 4 4.31 4.94 1.81 
Image 5 8.77 4.30 3.17 
Image 6 4.70 5.11 4.06 
Image 7 33.55 2.52 6.57 
Image 8 1.82 5.25 2.07 
Image 9 18.47 1.15 0.50 
Image 10 3.63 2.07 1.89 
Image 11 33.73 2.52 1.81 
Image 12 5.25 2.77 2.29 
Image 13 40.56 4.39 3.87 
Image 14 3.18 0.58 0.75 
Image 15 2.60 1.94 1.94 
Overall: 11.15 2.97 2.25 

 
The segmentation results reported in Table 1 were obtained in the 
condition that the split and merge parameters are set to arbitrary values to 
obtain best results. From these parameters the split threshold has a lesser 
importance since the result from the split phase does not need to be 
optimized. In our experiments we have used large values for this 
parameter that assure almost a uniform splitting of the input image and as 
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a result the split threshold has a marginal influence on the performance 
of the algorithm.  The merge threshold has a strong impact on the final 
results and experimentally it has been determined that this threshold 
parameter should be set to values in the range (0.6-1.0) depending on the 
complexity of the input image (the merge threshold should be set to 
lower values when the input image is heterogeneous (complex) with 
respect to colour and texture information). The optimal value for this 
parameter can be determined by using the algorithm in a supervised 
scheme by indicating the final number of regions that should result from 
the merging stage. A typical example that illustrates the influence of the 
merge threshold on the final segmented result is illustrated in Fig. 10.  
 

                         (a)                                        (b)                                        (c) 
 

 
 
 
 
 
                               

                  
                                  (d)                                          (e)     

 
Fig. 10. Example outlining the influence of the merge threshold. (a) Original image. (b) 
The image resulting from the merge stage (Mth=0.8). (c) The image resulting from the 
merge stage (Mth=1.0). (d) The final segmentation result after pixelwise classification 
(Mth=0.8). (e) The final segmentation result after pixelwise classification (Mth=1.0). 

 
It can be observed that even for non-optimal settings for the merge 
threshold the algorithm achieves accurate segmentation. The effect of the 
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sub-optimal setting for the merge threshold will generate extra regions in 
the image resulting from the merge stage and since these regions do not 
exhibit strong colour-texture characteristics they will have a thin long 
structure around the adjacent regions in the final segmentation results. 
These regions can be easily identified and re-assigned to the bordering 
regions with similar colour-texture characteristics. When the 
segmentation algorithm was tested on synthetic mosaic images the 
experimental data indicates that the algorithm has a good stability with 
respect to the diffusion parameter k and the benefit of using pronounced 
smoothing becomes evident when the image segmentation scheme is 
applied to noisy and low-resolution images. The influence of this 
parameter will be examined when we discuss the performance of the 
colour-texture segmentation scheme on natural and medical images.   

5.2 Segmentation of Natural Images 

The second set of experiments was dedicated to the examination of the 
performance of the CTex algorithm when applied to natural images. We 
applied the algorithm on a range of natural images and images with low 
signal to noise ratio (Figs. 11 to 13).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11. Segmentation results when the algorithm has been applied to natural images 
(Berkley67 and Caltech71 databases). 
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The segmentation results obtained from natural images are consistent 
with the results reported in Table 1 where the most accurate 
segmentation is obtained when the colour and texture are used in a joint 
image descriptor. This can be observed in Fig. 12 where are illustrated 
the segmentation results obtained for cases where texture and colour 
information are used alone and when colour and texture distributions are 
used as joint features in the image segmentation process. 
 

                      
Fig. 12. Segmentation results. (First column) Texture only segmentation. (Second 
column) Colour only segmentation. (Third column) Colour-texture segmentation.  
 
The diffusion filtering parameter k was also examined.  The diffusion 
filtering scheme was applied to reduce the image noise, thus improving 
local colour homogeneity. Clearly this helps the image segmentation, 
especially when applied to images with uneven illumination and image 
noise. The level of smoothing in equation (5) is controlled by the 
parameter k (smoothing is more pronounced for high values of k). In 
order to assess the influence of this parameter we have applied the 
colour-texture segmentation scheme to low resolution and noisy images. 
The effect of the diffusion filtering on the colour-segmented result is 
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illustrated in Fig. 13 where the original image “rock in the sea” is 
corrupted with Gaussian noise (standard deviation = 20 grayscale levels 
for each component of the RGB colour space).  

                     (a)                                           (b)                                            (c) 
                        

                                       (d)                                                  (e) 
                          
Fig. 13. Effect of the diffusion filtering on the segmentation results. (a) Noisy image 
corrupted with Gaussian noise (Oulu database56,47,72,73). (b) Image resulting from EM 
algorithm – no filtering. (c) Image resulting from EM algorithm – diffusion filtering k = 
30. (d) Colour-texture segmentation – no filtering. (e) Colour-texture segmentation – 
diffusion filtering k = 30. 
 
One particular advantage of our colour-texture segmentation technique is 
the fact that it is unsupervised and it can be easily applied to practical 
applications including the segmentation of medical images and product 
inspection. To complete our discussion on colour texture we will detail 
two case studies, namely the identification of skin cancer lesions36 and 
the detection of visual faults on the surface of painted slates28.  
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5.3 Segmentation of Medical Images 

Skin cancer is one of the most common types of cancer and it is typically 
caused by excessive exposure to the sun radiation68, but it can be cured in 
more than 90% of the cases if it is detected in its early stages. Current 
clinical practice involves a range of simple measurements performed on 
the lesion border (e.g. Asymmetry, Border irregularity, Colour variation 
and lesion Diameter (also known as the ABCD parameters)). The 
evaluation of these parameters is carried out by manually annotating the 
melanoma images. This is not only time consuming but it is subjective 
and often non reproducible process. Thus an important aim is the 
development of an automated technique that is able to robustly and 
reliably segment skin cancer lesions in medical images36,68,70. The 
segmentation of skin cancer images it is a difficult task due to the colour 
variation associated within both the skin lesion and healthy tissue. In 
order to determine the accuracy of the developed algorithm the ground 
truth was constructed by manually tracing the skin cancer lesion outline 
and comparing it with the results returned by our colour-texture image 
segmentation algorithm (see Fig. 14). Additional details and 
experimental results are provided in Ilea and Whelan36. 
 
 
 
 
 
 
 
                                (a)                                (b)                                  (c) 
 
Fig 14. Segmentation of skin cancer lesion images (original images (b) & (c) courtesy of: 
© <Eric Ehrsam, MD >, Dermatlas; http://www.dermatlas.org  ). 

5.4 Detection of Visual Faults on Painted Slates 

Roof slates are cement composite rectangular slabs which are typically 
painted in dark colours with a high gloss finish. While their primary 
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function is to prevent water ingress to the buildings they have also a 
decorative role. Although slate manufacturing is a highly automated 
process, currently the slates are inspected manually as they emerge via a 
conveyor from the paint process line. Our aim was to develop an 
automated quality/process control system capable of grading the painted 
slates. The visual defects present on the surface of the slates can be 
roughly categorized into substrate and paint defects. Paint defects include 
no paint, insufficient paint, paint droplets, efflorescence, paint debris and 
orange peel. Substrate defects include template marks, incomplete slate 
formation, lumps, and depressions. The size of these defects ranges from 
1mm2 to hundreds of mm2 (see Fig. 15 for some representative defects).  

               Fig 15. Typical paint and substrate defects found on the slate surface. 
 
The colour-texture image segmentation algorithm detailed in this chapter 
is a key component of the developed slate inspection system (see Ghita et 
al. 28 for details). In this implementation for computational purposes the 
EM algorithm has been replaced with a standard K-means algorithm to 
extract the colour information. The inspection system has been tested on 
235 slates (112 reference-defect free slates and 123 defective slates) 
where the classification of defective slates and defect-free slates was 
performed by an experienced operator based on a visual examination. A 
detailed performance characterization of the developed inspection system 
is depicted in Table 2. Fig. 16 illustrates the identification of visual 
defects (paint and substrate) on several representative defective slates.   
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             Table 2. Performance of our colour-texture based slate inspection system. 

Slate type Quantity Fail Pass Accuracy 
Reference 112 2 110 98.21 % 
Defective 123 123 0 100 % 

Total 235   99.14 % 
 

  
 

  
                           Fig 16. Identification of visual defects on painted slates. 

6. Conclusions 

In this chapter we have detailed the implementation of a new 
methodology for colour-texture segmentation. The main contribution of 
this work is the development of a novel image descriptor that 
encompasses the colour and texture information in an adaptive fashion. 
The developed image segmentation algorithm is modular and can be 
easily adapted to accommodate any texture and colour feature extraction 
techniques. The colour-texture segmentation scheme has been 
quantitatively evaluated on complex test images and the experimental 
results indicate that the adaptive inclusion of texture and colour produces 
superior results that in cases where the colour and texture information 
were used in separation. The CTex algorithm detailed in this chapter has 
been successfully applied to the segmentation of natural, medical and 
industrial images. 
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